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Introduction

Gated multi-wire proportional chambers (MWPCs), which consist of a grid of wires
to amplify and measure signals, are commonly used in a time projection chamber
(TPC), the main apparatus of the ALICE experiment located at CERN. This track-
ing detector with a large gas volume measures the space-time-coordinates of charged
particles in high-multiplicity events and is therefore able to reconstruct their traject-
ories. The TPC operates in gated mode in order to collect the ions produced in the
amplification process, that could drift back into the drift volume. Therefore it can
prevent possible distortions in reconstructing the tracks (space charge effect). [1]
At the moment in ALICE there are studies of Pb-Pb collisions at a center-of-mass
energy of /s = 2.76 TeV, and the gating grid is operating with a frequency of 1
kHz. In 2019 however, after the LHC upgrade during the second Long Shutdown,
the luminosity and energy of the Pb-nucleons will be increased up to /s = 5.5 TeV.
That means, that the particle velocities are much higher as before, which corresponds
to a collision rate of 50 kHz over the beam time. To fulfill these requirements, the
conventional MWPC will be replaced by Gas Electron Multipliers (GEMs). [2]
This new type of the TPC has the capability to reach higher trigger rates so that
GEM based detectors would overcome the rate limitations of the gating grid. There-
fore the use of Gas Electron Multiplier for gas amplification and intrinsic ion-backflow
suppression in the TPC allows a sufficient opportunity to satisfy the major ALICE-
TPC upgrade. As a first version, a small detector with three GEM-foils has been
built successfully at the Technische Universitdt Miinchen.

During measurements on the stability of this prototype for different HV-settings of
the GEMs, there is found a straight correlation between high charge-densities on the
foils and sparks. The aim of this bachelor thesis is to study the cause of discharge
probabilities on the basis of a detailed GEANT4 simulation in order to explain the
condition of this effect, that is responsible for a break-down of the stability and even
a harm of the GEM foil.

After showing briefly the technical properties of GEM TPCs and defining the dis-
charge probability, the full simulation framework is introduced in order to describe
this relevant effect. The final chapters of the thesis are dedicated to the comparison
between the simulation and experimental data followed by a recapitulation between
the discharge probability and charge densities in gaseous detectors.






Chapter 1
Principles of a GEM TPC

During decades the development of advanced detector technologies for fast track-
ing applications has been compelled due to the ever-growing scientific goals in ex-
perimental particle physics. Especially the ALICE experiment, which is located in
Geneva at CERN, whose main task is to produce and study the quark—gluon—plasmﬂ
is planning an upgrade in its central barrel, the time projection chamber. |3}

1.1 Time Projection Chamber

A TPC is a technologically advanced detector which has the ability to reconstruct
tracks, measure the particle’s momentum, determine vertices and identify particles
by analyzing the particle’s energy loss. The picture below shows the procedure of
tracking particles from heavy ion collisions done at the ALICE TPC.

a) Lead rucleon at speed of light

——
Lead nucleon at speed of light
+—

Figure 1.1: Typical process for track reconstruction: a) Collision of Pb-Pb nucleons
(colored balls may conform with the quark-gluon-plasma) b) Sketch of the TPC of
the ALICE experiment c¢) An online 3D analysis showing all tracks coming from the
vertex of the collision. [4]

'A new state of matter predicted by theoretical considerations to explain the physical status
immediately after the Big Bang.
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Time Projection Chamber

Figure 1.2: Artistic view of the ALICE detector with the TPC in its center.

In fig. 1.2 the size and basic construction of the ALICE detector with the TPC is
illustrated. It consists of a large cylindrical volume centered around the interaction
vertex, which is inside of a solenoid magnetic field and filled with gas. Therefore
almost 47 of the solid angle is covered for minimal information loss. @

The active volume of the ALICE TPC is 88 m? and the cylinder inside spans 500
cm along the beam axis and extends from 85 cm to 250 cm in radial direction. [7]
Despite its large dimensions (see fig. 1.1 b) and fig. 1.2), the detector reaches a
spatial resolution of 300 pum and a dE/dx resolution of 5-7 %. (8]

The concept of reconstructing the tracks runs as follows:

If a charged particle flies through the detection volume, the gas inside the chamber
will be ionized. In order to separate the positive gas ions and the released electrons,
a homogenous electrical field is applied parallel to the magnetic field. The primary
electrons are then amplified and drift towards the anode where they finally can be
detected at the readout pads. ﬂgﬂ Out of this the x and y axis can be determined. The
next step is to find out the third component of the particle track. This is possible by
measuring the drift time as well as knowing all informations about the drift velocity
of the electrons for each gas content and drift field.

However the spatial coordinates can be extracted with high precision only if the
electric field is highly homogenous. This can be achieved by applying a field cage
consisting of a series of conductive strips, which surround the cylindrical volume. Its
purpose is to divide the potential from the anode stepwise down to the cathode in
order to minimize possible distortions of the drift field.

Also mentionable is the fact that a parallel magnetic field is added that bends the
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particle tracks to enable measurements of their momenta. It leads to the additional
effect of suppressing the transversal diffusion of the drifting electrons. To sum up,
these requirements to the TPC allow not only a 3D reconstruction of the spatial
information of the particles but also a good momentum determination. Together
with a dF/dz measurement the full particle identification can be reached in a TPC.

1.2 MWPC vs. GEM

As already mentioned in the previous section, an electric field in the vessel is needed
to separate the electrons from the positive charged ions that were created by a
particle traversing the gas volume. Then the positive ions drift towards the central
cathode where they are collected, while the negative charged particles travel in
opposite direction to the readout anode. Since the primary electrons would induce
only a small signal at the readout pads, they have to be multiplied in order to
amplify the signal. In a current design of the ALICE TPC the amplification is
achieved by taking usage of so called Multiwire Proportional Chambers, MWPCs.
Invented in 1968 and developed by Georges Charpak at CERN , they consist of
three different wire planes: the gating grid, the cathode plane (so called Frisch grid)
and the amplification (anode) plane. The wires lie in large numbers side by side
and parallel to each other to form a grid, and are sufficiently thin (~ 10 pm) to
generate a high electric field (~ 200 kV /cm) that surrounds them (see fig. 1.3 a))
. The purpose of the Frisch grid is to close up and separate the homogenous
drift field from the inhomogeneous field of the amplification wires (see fig. 1.3 b)) [13].
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Figure 1.3: a) Left: Illustration of the electric field lines for MWPC. A low field exists
only between the wires, b) Right: Schematic of a simple detector with a Frisch grid
that divides the gas volume in three regions.

Thus the primary electrons are accelerated so far that they can induce secondary
electrons by ionizing again the gas. These electrons are also affected by the field
so that they ionize the gas once more. The consequence of this iterating procedure
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is a chain reaction followed by an avalanche of electrons, all collected by the wires.
Meanwhile the positive ions drift towards the Frisch grid and as a result their
induced image charges are registered by the readout pads. |14]

An “Ion Back Flow”, i.e. when the ions fly back to the drift volume, could destroy the
homogeneity of the electric field. To overcome this relevant problem, MWPC-based
TPCs normally use a gating mechanism, i.e. the gating grid placed in front of
the amplification stage to collect the positive ions (that indeed could accumulate
and induce a space charge effect in the drift volume). The time to switch it on
and off is limited to the collection time of the ions, which corresponds to a max-
imum rate of ca. 1 kHz. Thus using a gating grid causes a dead time in the TPC. |15]

The invention of MWPCs revolutionized the field of gaseous detectors. With a
modest accuracy and rate capability, the Multi Wire Proportional Chamber allowed
large areas to be instrumented with fast tracking detectors and gives the possibility
to localize particle trajectories with sub-mm precision. That’s why this kind of drift
chamber is a benchmark for the ALICE TPC, designed to cope with extreme in-
stantaneous particle densities produced in heavy ion collisions at the LHC. However,
position-sensitive detectors based on wire structures have reached limitations in rate
capacity and detector granularity of about 100 pgm due to diffusion processes and
space charge effects in the gas. 16|

Despite various improvements of MWPCs, the previously mentioned problems to-
gether with the practical difficulty to manufacture detectors with a large number
of closely lying wires, has motivated the evolution of a new generation of gaseous
detectors for high luminosity accelerator science, the Micro-Pattern Gas Detectors
(MPGD)EL which can be classified in two large groups: micromesh-based detect-
ors and hole-type structures. While Micromegas, “Bulk” Micromegas, “Microbulk”
Micromegas and “InGrid” instruments belong to the micromesh-based structures,
the GEMs, THGEM, RETGEM and MHSP elements take a huge part in the latter
group. |16]

In the following chapters GEMs (Gas Electron Multipliers) will be discussed more
in detail since the ALICE TPC is going to remove the currently used MWPCs and
insert Gas Electron Multipliers during the second long shutdown (LS2) in 2018E| 12]

The Gas Electrons Multiplier (GEM), invented by F. Sauli at CERN in 1996,

2 Actually, before the MPGDs were invented, the Micro-Strip Gas Chamber (MSGC) was developed
to solve the difficulties that MWPCs had. However, detailed studies of long-term behavior at
high rates have revealed the problem of aging, i.e. a slow degradation of the detector’s efficiency
due to sustained irradiation, and sensitivity regarding discharges in presence of highly ionizing
particles that could damage the whole chamber. [17]

3Worth to mention is the fact that GEM-based detectors have already been employed successfully
for example at the COMPASS experiment at the SPS at CERN. [18§]
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consists of a polyimide foil (~ 50 pm thin) that is copper clad on both sides (each
~ 5 pm thin) and contains a large number of small holes extending through the foil.
19

The first time developed on the basis of modern photo-lithographic technology and
etching mechanism at CERN, GEM holes have a remarkable double conical shape
with an inner diameter of only 50-60 pm and outer diameter of 70 pym so that
GEM foils form a dense, regular pattern of holes. In a standard configuration, two
neighboring holes have a distance of ~ 140 ym from each other.

The mechanism of the electron amplification in GEMs to induce a sufficient signal
works as follows: The metal layers play the role of electrodes, and when a high
voltage is applied across the copper-insulator-copper structure, a large electric field
arises inside the holes. Once released by the primary ionization particle in the upper
conversion region above the foil, the electrons pass through the GEM holes where
the strong field acting on them induces the cascade. |20)

Fig. 1.4 illustrates a rough draft of the electric field lines and the affected electrons
together with the ions, while the dimensions of the GEM structure are showed in
fig. 1.5.

Incoming i Backdrifting ion
primary electrons Low drift field Low drift field

High M High Ay : 4l
extraction field ; Secondary ions extraction field

Figure 1.4: Sketch of the cross section of a GEM foil with electric field lines due to
the strong potential difference of 300 - 400 V: a) Left: electrons drift into a hole
and trigger an avalanche, b) Right: while the electrons drift to the anode, almost all
produced ions get collected. @
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50um
polyimide

Figure 1.5: Close up view of a GEM foil under an electron microscope with the typical
dimensions @

Below the GEM holes the electron avalanche can either be extracted or passed to
the next amplification stage, i.e. in a multiple GEM-stack (for an example of a GEM
based detector with triple GEM foils see fig. 1.6).

Multi-layer GEM detectors are able to reach a gairﬂ up to 10°. At the same
time the produced ions drift in opposite direction, but will stack at the upper side
of the GEM foil due to the geometrical shape of the holes (the asymmetric field can
help reducing the number of backdrifting ions too, see fig. 1.3) and thus are not
able to get to the drift volume. Because of that positive effect it follows that the
Ton Back Flow is considerably suppressed.

But if the intrinsic suppression is not enough, applying more GEMs into the TPC
can solve the problem; e.g. a third GEM above the other two with a configuration
that is ideal for ion absorption.

It is clearly evident, that gaseous detectors with multiple GEM foils are very
recommended precisely because of both high gain rate and strong Ion Back Flow
suppression.

“Multiplicity factor of the number of primary electrons
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Figure 1.6: Schematic sketch of a gaseous detector with triple GEM design. Behind
the latest GEM foil the anode (typically a PCB material covered on one side with a
thin copper layer) is mounted to readout the incoming electrons.

A unique property of a detector based on GEMs is the ability to decouple completely
the amplification stage (GEM) from the readout electrode (PCB), which operates at
unity gain and serves only as a charge collector. The signal can then be created by
charge induction on the PCB, without a slow ion tail.

GEM detectors do not only satisfy a wide range of experimental requirements like
fast tracking of minimum ionizing particles, good electron collection with small dis-
tortions and strong ion feedback suppression, but also have an improved multi-track
resolution. In appendix A the fig. A.1 illustrates the difference between GEM and
conventional MWPC due to the signal distribution very well.

1.3 GEM stability against electric discharges

Recapitulating, MPGDs (and in particular the GEMs) play an important role in
modern physics experiments. Besides their excellent spatial resolution, their fast
ion collection allows them to cope with high particle rates. As introduced in section



Chapter 1 Principles of a GEM TPC

1.2, the Ton Back Flowﬂ is a commonly used quantity to describe the suppression of
back drifting ions. Mounting a triple GEM-stack into the TPC can reduce it below
one percent. 23]

At very high fluxes, however, the modern GEM detector suffers from a major prob-
lem in terms of its stability: the so called electrical discharges (sparks).

A high ionizing particle (e.g. « - particle), that traverses the drift volume, deposits
a large amount of its energy by ionizing the gas and thus releasing a lot of electrons
and positively charged ions. In other words, it creates a high charge density at a
certain point. Then the density will be increased in order to reach a high gain. Now
assuming a spark is induced by a local, large charge density, the spark rate grows as
a power law with the gain (or number of the electrons) of the detector.

If the certain limit chiﬁ for electron amplification, the Raether Limit |25], is reached
or even exceeded, then discharges are very likely to occur. In that case a transition
to a streamer mode occurs, leading to a breakdown in the amplification region. The
resulting drop of the detector’s gain therefore yields detection inefficiency. It can
even damage the detector itself. [26]

To quantify systematically the origin and the development of a discharge, ex-
tensive experimental studies have been performed to measure the spark rate. In
the following chapters discharge probability studies are referred to the experimental
datam (see fig. 1.7) taken from the Technical Design Report (TDR) of the ALICE
collaboration [27].

For that experiment a small-size prototype detector with a triple GEM stack was
constructed. The detector was filled with Ne-CO9-Ny as well as with Ar-COsz (the
reason for this gas choice is explained in section 2.1). A mixed nuclide alpha source
was placed on top of the cathode, so that during the measurement alphas were send
perpendicular to the GEM foils.

In comparison to previous measurements with 22°Rn, the resulting difference sug-
gests that the primary charge density arriving at the GEM holes after drift may be
too low (due to the track inclination and the diffusion) to affect the stability of the
detector. Thus, the measurements were continued with the alpha source. [27]

5Generally defined as the ratio of the number of ions arriving at the cathode to the number of
electrons arriving at the anode.

SThe critical total charge in the avalanche is in the order of Qcrit ~ 10 — 107 electrons [24]

"The experimental data shown in this bachelor thesis represent the current results of recent R&D
(“research and development”) efforts.
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Figure 1.7: Discharge probability as a function of the distance between the alpha
source and the GEM stack. Both experimental curves, magenta for Ar-COs and
blue for Ne-CO2-Nj, are performed with a mixed nuclide alpha source (described
in section 2.1). Upper limits for the discharge probability for a given distance are
indicated with arrows.

The broad plateau in the diagram above indicates that the discharge probability is
higher when the alphas penetrate the GEM foils, or even get stopped there. In that
case, the highest local primary charge densities in a single GEM hole can be reached.
At a certain track length, when the alphas do no longer reach the GEM structure,
the probability for inducing a spark drops significantly. It therefore implies that
electric discharges depend strongly on the charge density above the GEM holes.

In the next chapter an entire simulation framework of a GEM based gaseous
detector is described in order to verify this charge density hypothesis. Afterwards
(chapter 3) the results of the simulation will be compared with the experimental
data to get a deeper understanding of the discharge phenomena.

Since the intrinsic stability against electric discharges in double or triple GEM stacks
is also influenced by other effects, like transfer fields or charge sharing and spreading
between the foils, the simulated detector will be implemented with only one single
GEM foil to be not biased by these effects.






Chapter 2
Simulation framework

The Gas Electron Multiplier was introduced as a suitable candidate for the upcom-
ing ALICE TPC upgrade. Its physical principles and optical properties were expli-
citly described in chapter 1. Also the advantages with reference to the conventional
MWPCs are discussed in detail, which are generally well understood nowadays. But
there is still one hitch, which has a negative impact on the GEMs, namely the elec-
trical discharges. Experimentally observed with a small detector prototype including
three GEM foils (see fig. 1.7), the next step is to analyze it in such a way that its
cause can physically be explained.

The following sections are dedicated to a GEANT4T]- based Monte Carlo simulationf]
which describes the geometry and tracking of a virtual detector including the gas,
source and the physical processes (e.g. electromagnetic interactions etc.).

2.1 Detector description in GEANT4

The simplest Geant simulation needs three classes and a main program. Besides the
physics listﬂ and the primary generator actionﬂ the geometry of the detector has to
be classified in the simulation world. 28|

To come as close as possible to the commonly used R&D setup, the detector is
implemented with the standard geometry (like the small prototype detector already
mentioned in section 1.3). It means, that the detector is composed of a top plate,
a gas volume and a readout area. The top plate consists of PCB material and has
a thickness of 1.5 mm, the gas volume is 100 mm thick and the readout area is 0.5
mm thick. The height and width remain the same for all components, namely 10 cm
x 10 cm. A visualization of the detector is shown in fig. 2.1.

LGeometry and Tracking: A software package that came out of a research and development study
at CERN in 1993 [2§]|

2A Monte Carlo simulation is a statistical method to solve complex problems which aren’t analyt-
ically solvable. [28]

3 A class where the physical processes like multiple scattering (G4hMultipleScattering) or ionization
of the gas (G4ionlonisation) are implemented.

4A class where the events (e.g. a-particles), that are emitted from a source, are defined.

11



Chapter 2 Simulation framework

Figure 2.1: Detector setup for the simulations: gas volume (orange) between the
readout area (yellow) and the PCB plate (green). The mixed source, placed in the
transfixion of the PCB plate, emits alpha particles (dark red), which in turn produce
electrons (blue) in the gas volume. The a-particles drift in the volume until they
deposit their whole energy in the gas (black point).

In the center of the PCBE| plate a hole with 7 mm diameter was drilled through, so
that the mixed alpha source with same size as the hole can be placed right there.
Before proceeding with the GEANT4 simulation, further informations about the
source and the gas content are necessary in order to understand the interaction
between the incoming a-particles and the gas molecules.

Informations about the alpha emitters (mixed source):

In the experimental setup, an alpha emitting source (see fig. 2.2) was used. The
same radiation source has to be implemented in the simulation. It consists of
radionuclides 23°Pu, 2! Am and 2**Cm which are deposited onto a stainless steel
disc (25 mm in diameter and 0.5 mm thick). Each component emits “*He - nucleons
with an activity of 1 kBq, and the respective energies and intensities are listed in a
table on the next page.

SPCBs (Printed Circuit Boards) are commonly used, because they are composed of a material
called FR4 (flame retardant #4). As the name suggests, FR4 is an industry standard material
used in most applications where the spread of fire in electronics is not desired. It has a density

of 1.850 g/cm®.

12



2.1 Detector description in GEANT4

Mixed nuclide source

i‘ Am-£41 cm-244

Figure 2.2: Left: Plot of the alpha spectrum. The peaks correspond to the distinct
« energies. Right: Dimensions of the mixed source. The radionuclides are placed in
the inner disc (7 mm diameter) [30]

Radionuclide | Alpha particle energy [MeV| | Intensity [%]
Pu-239 5.105 11.5
5.143 15.1
5.155 73.4
Am-241 5.388 1.4
5.443 12.8
5.486 85.2
Cm-244 5.763 23.3
5.805 76.7

Table 2.1: Each radionuclide of the mixed source emits a-particles with discrete
energies and different intensities. [30]

For simplicity in the simulation only the inner disc of the mixed source is implemen-
ted without any thickness. Also the solid angle of the radiation is defined in such a
way, that the alphas are only emitted into the gas volume. Logically alphas radiated
outside of the simulated detector (physical world set in vacuum) play no role in the
analysis considered here.

13



Chapter 2 Simulation framework

Informations about the gas mixture:

Usually in a TPC the inserted gas consists of two gas components. The one gas
component is a noble gas (in the R&D setup, see fig. 1,7, Argon and Neon are
used), while the other constituent (so called quencher) is required for stability in
the amplification stage. A noble gas has the positive aspect that the atom shells
are completely filled with electrons so that it is chemically non-reactive to other
gas molecules. Hence it is stable under the standard conditions (300 K, 1 bar
atmospheric pressure) the detector is experimentally used and simulated.

During the amplification process some gas atoms can be excited. When they fall
down to their ground states, they emit photons in the visible and UV range, which
can in turn ionize the gas atoms or extract electrons from the surrounding electrodes
(photoelectric effect), resulting in creation of even more Chargeﬁ It could even lead
to a formation of a new avalanche separated from the primary one. If the fields
are strong enough, the process can be self-sustaining, thus resulting in a complete
electric breakdown. Suing pure noble gases is not sufficient to prevent this problem.
Therefore the second constituent, called quenching gas, has to be added to the gas
content. Proper candidates are organic, polyatomic gases like COo or CH4 with a
large photon absorption cross section in the visible and UV range. Adding an extra
fraction of quenching gas (like N3) can lead to even more stable conditions.
Therefore the R&D prototype detector was operated with both Ar-COs and Ne-
CO2-Ns gases. The ratios of the components in the gas mixture are indicated behind
the gas name. Typically for Ar-COs two different ratios are used (90 - 10 or 70
- 30), while Neon is normally contained in the gas mixtures Ne-COg (90 - 10) or
Ne-CO2-N3 (90 - 10 - 5)[]

Despite huge efforts to maintain 100% granularity, impurities in the gas are in-
evitable. In mixtures containing electronegative molecules such as Oy, HoO or CFy,
electrons can be captured to form negative ions. These electronegative molecules
are not desired because they capture primary electrons and thus spoil the energy
resolution. However, constantly flushing the detector suppresses the water or oxygen
content to few parts per million (ppm) in the detector volume.

While in experiments this basic effect is ubiquitous, in the simulation framework it
needs not be taken into account.

5This effect is usually called photon feedback
"in this case normalized to 105%

14



2.2 Reference simulations with a point-like source

2.2 Reference simulations with a point-like source

This section is dedicated to a reference simulation with a point like source (i.e.
without spatial extension) in order to understand firstly the behavior of the a-
particles in the gas volume. Afterwards the ionization of the gas due to the energy
loss of the incoming radiation is analyzed.

2.2.1 Energy deposition and Bragg curves

The process of detection in the simulated gaseous detector starts with the emission
of charged particles from a radiation source. Here an ideal, point like source is
considered which emits alphas with a certain energy fixed by the simulation.
The particles traversing the active volume of the detector interact with the gas
molecules. Due to inelastic collisions®] with the bound electrons of the atoms, the
alphas loose their energy or finally can be stopped in the gas. Generally it is quite
complicated to calculate the exact energy deposit of the incoming particles, since
it depends on the magnitude of the alpha-atom (molecule) scattering cross section
(and this in turn is only determinable if the quantum mechanical rotational and
vibrational levels of the molecules as well as the drift velocity and diffusion of the
alpha are known).
Nevertheless it is possible to calculate the mean energy loss of a charged particle in a
certain medium by using the quantum mechanical, relativistic Bethe - Bloch formula
[31]:

dF

—<%> = 27TNa'f'gme

5 Z 22

2m67202Wma1’
<y [ L CE

[In 2

— 267, (2.1)
where:

p = density of the absorbing material (here the gas mixture)
z = charge of incident particle in units of e

Z = atomic number of the absorbing material

A = atomic weight of the absorbing material

I = mean excitation potential

Winez = maximum energy transfer in a single collision

The formula above is part of G4EmLivermore, the physics list for low-energy elec-
tromagnetic interactions, which is used in the simulation.
Now the following situation is simulated: The point like source is placed in the center

8Elastic scattering on the nuclei is possible too, but negligible compared to inelastic collisions.

15



Chapter 2 Simulation framework

of the PCB hole (see fig. 2.1) and emits a-particles perpendicular into the active
volume of the detector. Four simulations are done with four different gas mixtures
ArCOgq (70 - 30), ArCO2 (90 - 10), NeCO3z (90 - 10) and NeCO2Ny (90 - 10 - 5),
that are successively set into the volume. In each gas the particle energy of the a’s
is set to 5.2 MeV, 5.5 MeV and 5.8 MeV [

Then the range, i.e. how far the particles drift till they stop in the gas, and the
energy loss per mm are analyzed. The corresponding Bragg curves for each gas and
particle energy are illustrated in the diagrams below.
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Figure 2.3: GEANT4 simulation of the ranges in different gas mixtures of alpha
particles: a) Bragg curves for E, = 5.2 MeV, b) E, = 5.5 MeV, ¢) E, = 5.8 MeV

By comparing the plots in fig. 2.3 it can be seen, that the higher the energy of
the incoming a-particles is the longer is the range in the volume. Also for argon
mixtures all curves are, in contrary to the neon based gas, steeper and the track

9These energies are chosen because they come close to the radiation energies of 2*°Pu, *! Am and
244Cm of the real mixed source.

16



2.2 Reference simulations with a point-like source

length is almost 40% shorter due to the Z-dependency of the mean energy loss (see
eq. 2.1) .

A similarity between the simulated plots and the experimental diagram on page 9
can be noticed: The plots show that the particles with E, = 5.8 MeV (equivalent to
the highest energy component of 2#4Cm and also for the mixed source) have a range
of around 50 mm in Ar-CO3 (90 - 10) and almost 70 mm in Ne-CO2-N3 (90 - 10 - 5).
At these values the discharge probability for both gas mixtures drops significantly.
Furthermore the Bragg peaks simulated for argon mixtures are higher and narrower,
which means that the alphas deposit more energy nearly the range maximum than
in the neon mixtures. As a result, locally higher charge densities are achieved, which
matches well with the experimental plot in terms of the charge density hypothesis:
the discharge probability in argon based gas mixture is higher than in neon based.

2.2.2 lonisation of the gas and “Bragg cluster”’ definition

Still not mentioned is the fact, that the Bragg curves totally differ for NeCOq (90 -
10) and ArCOz (90 - 10), although the amount of quencher is the same in both mix-
tures. According to that the mass and atomic number of the noble gas components
have to dominate over the range and the steepness of the curves. Since argon has
a higher ordinal number than neon, in a gas filled with ArCOs the probability for
an inelastic collision between incoming particle and electrons is increased. Therefore
the alpha-particles loose much faster their energy and thus the mean free path is
smaller respectively to that of the lighter noble gas.

In order to create an electron - ion pair, the energy deposit must be equal or higher
than the effective ionization potentia][T_U] of the gas molecule. The characteristic ion-
ization potentials of the four gas mixtures considered in the simulation are listed in
table 2.2.

gas mixture effective ionization potential W; [eV]
Ar-CO3 (70 - 30) 28.10
Ar-CO5 (90 - 10) 28.77
Ne-CO5 (90 - 10) 38.10
Ne-CO5-N5 (90 - 10 - 5) 37.29

Table 2.2: The in the simulation considered gas mixtures together with each effective
ionization potential. [32]

10Tn an effective ionization potential both the excitation and ionization energy are considered.
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Chapter 2 Simulation framework

For example, if an incident alpha-particle deposits 5 MeV in Ar-COq (90 - 10), then
the total amount of produced free electrons in average is:

AE,  5MeV
W;  28.77¢V

In GEANT4 the track of the alpha-particles in the drift volume is divided in several
steps, where at each step N electrons are created at rest (N is calculated from eq.
2.2). Since these electrons are not equally distributed within a GEANT step but
created in one place, they have the same spatial coordinates for each step.

Now applying the same calculation with Ne-CO2-N2 as the gas content, the alpha
would produce 134.1 - 10% electrons. So at a given gain the charge density in the
argon based mixture would be % = 1.3 times larger.

As a consequence, the simple calculation together with the experimental observation
(see fig. 1.7) explain the strong dependence of the discharge probability on the used
gas mixture. But by normalizing the gain and assuming that the charge density
hypothesis can be accurate, the spark rate will be dependent of the created electron
density, no matter which gas content is chosen (in general however many other
factors need to be considered in addition to describe the origin of the electrical

discharges). [26]

# electrons = =173.8-10° (2.2)

In the next step a static (i.e. without electric field) simulation is performed in
order to get more informations about the amount of electrons that alphas produce
at a certain position. The point like source still remains unchanged at the center of
the cylindrical hole. But the PCB plate is removed, since no electric field is applied.
The source emits 5 - 10° a-particles (from now on often called events) isotropically
towards the drift VolumeH Each of the particles has the fixed energy E, = 5.2 MeV
and Ne-CO3-Ns is the chosen gas mixture in the further simulations.

As already mentioned in the lower section on page 9, in the simulation only one
single-GEM layer is implemented into the detector to avoid large diffusion effects of
the electrons, that generally occur in multiple GEM based detectors. Furthermore
the GEM foil doesn’t contain any holes, since no electrical field is set inside the gas
box, in order to simplify the simulations. In this chapter namely the charge density
of the electrons inside the GEM area to the number of alpha-particles that penetrate
it is of interest.

1 The amount of the events is arbitrary set to that value. The only requirement is, that the number
has to be large to get high statistics.
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2.2 Reference simulations with a point-like source

a-particles
(E, = 5.2 MeV)
|
readout area source

| (x=y=0, z=10)

gas box (NeCO,N,)

.10 2 0
Z-axisincm

Figure 2.4: Draft of the gas detector together with the point like source.

In fig. 2.4 a simple sketch of both the detector and point like source is drawn.
The alphas (indicated by the grey arrows) are emitted isotropically in positive z
direction, so that all events interact with the molecules in the gas volume.

The blue area in the figure above indicates a possible position of the GEM layer.
From now on the distance d between GEM (the thickness is set to 0.5 mm) and
source is adjustable in such a way, that the z-position of the center of mass of the
GEM foil is changed from 0 cm to 6 cm in 5 mm steps. At each point the number
of the incident particles, that traverse the layer, as well as the amount of created
electrons inside the area are counted.

Thus the blue area plays the role of a simplified GEM foil without electric field.
Except the thickness (0.5 mm)lEl, it has the same dimensions as in the R&D setup
(10 cm x 10 cm in length and width).

If the position of the “GEM structure” is set to 10 mm distance from source, then the
distribution of the a-particles penetrating the area has the form which is illustrated
in fig. 2.5:

2Tn chapter 2.4 the thickness of the GEM foil will be varied in order to look how the electron
density inside the area changes for each distance
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number of propagating alpha-particles at 10mm distance from source
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Figure 2.5: 2D plot of the spatial distribution of the a-particles penetrating the area
at 10 mm distance from source

On the one hand this two-dimensional diagram shows, that the most alpha-particles
hit the center of the readout area due to the bigger solid angle seen from the source.
On the other hand the circular shape of the distribution confirms, that indeed the
particles are emitted isotropically.

Actually not all particles that were emitted from the point like source hit the
GEM area. The diagram on the next page shows the percentage of the detected
alphas as a function of the distance between source and readout plane.

What can be seen is that the ratio of the alpha-particles, that penetrate the GEM,
to the total number of a’s emitted from the mixed source has a linear dependence of
the distance between GEM foil and source. The reason for this linearly decreasing
curve is a purely geometrical effect:

The further the GEM foil is moved away from the source, the more a-particles can
leave the drift volume without hitting the GEM area (assumed that the size of the
Gas Electron Multiplier does not change).
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2.2 Reference simulations with a point-like source

ratio of alphas penetrating the GEM to total events

0.8
0.7
0.6
0.5
0.4
0.3
0.2

IIIIEI\IItIIIlillIlillllillllill\lillllt

| I 1 Ll L l | 1
10 20 30 40 50 - 60
distance from source in mm

(=]

Figure 2.6: Plot of the ratio of a-particles penetrating the GEM area to the primary
number of emitted a’s. The number of detected particles decreases linearly with the
distance.

In that simulation the behavior of the Bragg curve corresponds to the purple curve
in fig. 2.3 a), where the maximum track length of ~ 55 mm of the alphas can be
read out. The value matches very well with the plot of the ratios.

Due to the absence of an electric field the electrons, that are created by the
incoming alpha particles in front of the readout area, are not accelerated to the
GEM foil and thus not taken into account when enumerating the total number of
created electrons within the area.

Considering now the x - y - distribution of the produced electrons at 10 mm distance
from the source, it gives the following picture:
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total number of created electrons at 10mm distance from source 0
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Figure 2.7: 2D plot of the spatial distribution of the created electrons within the
GEM structure at 10 mm distance from source.

Precisely because most alpha-particles drift through the center of the area, the
highest produced electron density is located at x = y =~ 0.

In order to normalize the total charge density by the a’s traversing the GEM struc-
ture, fig. 2.7 is divided by fig. 2.5. The obtained distribution for the created electrons
per alpha particle penetrating the GEM area at 10 mm distance is depicted in the
figure 2.8.

Therefore the distribution is reversed in comparison to the previous plots 2.5 and
2.7: the counted alpha-particles, i.e. the a’s that hit the foil, produce more electrons
at the edges of the GEM area as in the center. For example, an a-particle that drifts
through x = y = 0 creates approximately 90 electrons within an area of 1 x 1 x 0.5
mm, whereas another alpha produces more than twice electrons (= 210) at x = y ~
50 mm. That is obvious, since the particles have a longer path till they reach the
edges and thus come closer to the Bragg peak.

The same considerations are done for other distances to the source and are illus-
trated in appendix B fig. B.1. Clearly visible are the red rings, which correspond
to the Bragg peak where the most electrons per event are created. Because of the
isotropically radiation of the alpha-particles, they form a donut-shape.
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2.2 Reference simulations with a point-like source

created electrons normalized per event at 10mm distance from source
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Figure 2.8: 2D plot of the spatial distribution of the created electrons, that are
normalized per incoming event, within the GEM structure at 10 mm distance from
source.

Fig. 2.9 points out, that the average number of electrons produced by one alpha
increases roughly linear up to ~ 45 mm and then drops abruptly within 10 mm from
the maximum (~ 190 e~) down to zero.

average number of electrons created by one alpha per distance

TR SRR PR
50 60
distance from source in mm

R B B

20

=

=

Figure 2.9: Plot of the average number of electrons created by one a-particle as a
function of the distance.

23



Chapter 2 Simulation framework

Coming back to the graphic representation in fig. B.1, one defines a “Bragg cluster”
within the red rings: a region with 1 mm? surface, where at least Tpqg, €lectrons
per incoming particle are produced. The variable xp,q44 can be set to each favored
value, but to study high charge densities it is advisable to give x p;q44 @ huge number.

In the plot below, for different values of xpyqqy (between 220 and 250) the amount
of the Bragg clusters is counted and afterwards divided by the number of a’s hitting
the GEM foil.

The results are plotted against the distance to the source.

Nr. of Bragg-Clusters per Nr. of alphas penetrating the GEM

x104
I - Cluster defined with min, 220 @ H
220 - Cluster defined with min. 230 @
200 - Cluster defined with min, 240 e I|I
180 ——&—  Cluster defined with min. 250 @ R'|

160
140
120
100
80
60

TT |II'I|III|III]III| II|1|

40
20

0

distance from source in mm

Figure 2.10: Diagram showing the number of Bragg clusters (defined by the amount
of the inlying electrons) divided by the amount of a’s that penetrate each Bragg
cluster region. With bigger distance the values increase until a certain maximum at
50 mm, then they drop to zero.

It can be clearly seen, that all four curves rise with increasing distance and reach a
steeply peak at 50 mm.

In other words, the Bragg cluster per se is defined as the cluster with the highest
charge density created by one incoming alpha. Dividing the Bragg clusters by the
penetrating alpha-particles lead to a quantity that can be compared with the probab-
ility to find such a cluster per penetrating particle at a certain distance. For example,
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2.2 Reference simulations with a point-like source

when one alpha hits the GEM at 40 mm distance from source, the probability that
it creates more than 220 electrons in a 0.5 mm? volume in the GEM is nearly 1.2 %.
However, at 50 mm distance the probability is almost twice as high (~ 2.2%).
Since in the experiment the number of a-particles hitting the readout area can’t be
counted, but the total number of events emitted from source is known, the amount
of Bragg clusters is divided by 0.5 - 105. The result is shown in fig. 2.11.
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Figure 2.11: The same diagram as in fig. 2.10, except that the Bragg clusters are
divided by the total number of events (i.e. 5 - 10°). The curves have a broad plateau
from ~ 30 mm to ~ 50 mm like in the experimental observation in fig. 1.7.

Also in the diagram above the curves increase up to roughly 30 mm, but followed by
a broad plateau of 20 mm length instead of a peak like in fig. 2.10.

Noticeable is the fact that in both plots the number of Bragg clusters with the defined
x values is zero in the first 10 mm. That means that the probability to find a charge

density of MZ&}#—% or a density of ;-—220¢__ per | mm? is always 0 for a

# total events
point like source with E, = 5.2 MeV.

Because the events have a max. track length of approximately 55 mm in the gas

mixture, logically the curves in both diagrams are constantly zero from 55 mm to
100 mm.
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Chapter 2 Simulation framework

2.3 Simulations with a mixed source

All calculations in the section before are done with a point-like radiation source (no
spatial extension) that emits alpha-particles with E, = 5.2 MeV into a Ne-COq-
No (90 - 10 - 5) gas mixture. Since the experiment is performed with a mixed
radionuclide source (see page 10 f.) and the aim is to reproduce the experimental
data in fig. 1.6 with the simulation, from now on the point like source is replaced by
the mixed source.

Basically the radionuclides 23°Pu, 24! Am and 244Cm in the source emit o’s with the
same rate but with different energies and intensities. Arithmetically averaging the
energies weighted with the intensities, the mean a-energy of each nuclide is:

FE, = 5.147 MeV for Pu-239
E, = 5.446 MeV for Am-241
E, =5.795 MeV for Cm-244

Instead of implementing the mixed source with its eight energies from table 2.1 in
the simulation, the source is defined to emit randomly one of the energies above with
the same activity. But before starting to reproduce similar plots like in section 2.2,
it has to be proven whether this simplified Monte Carlo simulation gives nevertheless
the same right physical predictions.

For the sake of simplicity in the following the Bragg curve of 4! Am is Consideredﬂ

ratio of the two BRAGG-curves
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Figure 2.12: a) Left: Comparison between the Bragg curve for E, = 5.446 MeV
(black) and the mean Bragg curve of Am-241 (red), b) Right: Plot of the ratio of
the two Bragg curves.

3 The calculations are also for both 22°Pu and 2**Cm valid.
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2.3 Simulations with a mixed source

Primarily the energy loss for each alpha-energy (5.388 MeV, 5.443 MeV and 5.486
MeV) is calculated. The corresponding Bragg curves are then weighted with the in-
tensity of each energy and afterwards added in order to obtain the mean Bragg curve
of the americium nuclide. Analogously the Bragg curve of the average alpha-energy
Eq = 5.446 of Am-241 is calculated. In order to compare both curves they are
plotted in one diagram which is illustrated in fig. 2.12 a). Furthermore both are
divided from each other and the corresponding ratio is depicted in fig. 2.12 b).
Now if both Bragg curves were equal, they would describe the same physics of the
emitted alpha-particles in the gas volume and the ratio would be constantly one.
However, fig. 2.12 b) shows a deviation of the constant at ~ 55 mm which has nearly
the form of a delta peak. This comes from the fact that both curves are shifted by
~ 1 mm from each other.

Since the height and width are equal, the calculation shows that the deviation is
negligible if the charge density is studied only in 5 mm steps. Thus, the simulations
are valid when taking the mean alpha-energies of the radionuclides, as long as the
steps are not of the order of 1 mm or smaller.

In the real experiment the mixed nuclide source is put within the PCB plate.
In order to study possible differences in the results that can occur if a PCB layer is
implemented too, the detector is simulated first of all without and afterwards with
the PCB plate.

In the figure on the next page the ratios of both independent simulations are plotted
against the distance from source (here again the ratio is defined as the number of
alpha-particles that penetrate the GEM foil divided by the total number of events
emitted from the mixed source).

The black curve for the simulation without PCB layer has approximately the same
shape as the curve for the point like source in fig. 2.6, except that the slope is flatter
and thus the max. track length is around 10 mm larger due to the higher energy
of the radionuclides in the mixed alpha source. Also in this case the shape emerges
from the geometrical effect.

In the region between 30 mm and 70 mm the red curve, which represents the result
of the simulation with PCB layer, decreases linearly and has almost the same values
as for the black curve. However, close to the mixed source (until ~ 25 mm) the
values differ totally from the values without plate and do not follow the linear
dependence. The flattening of the curve arises in addition to the geometrical cause
also from another effect:

While for a detector without a PCB layer all emitted events can penetrate the GEM
area (i.e. “can be seen by the GEM”) if it is adjusted to an appropriate distance, in
the simulation with the PCB plate the particles would stop immediately if they hit
the plate. This mechanism is possible since the mixed source is placed on top of the
PCB and radiates the alpha particles isotropically into the detector.
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ratio of alphas penetrating the GEM to total events
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Figure 2.13: Plot of the ratio of a-particles penetrating the GEM area to the primary
number of emitted a’s. The number of detected particles decreases linearly with the
distance for the simulation without PCB (black curve), analogous to fig. 2.6 for
the point like source. The red curve is dedicated to the simulation with PCB plate,
where a linear drop starts from ~ 25 mm.

Therefore only particles with a momentum direction within the cylindrical hole can
drift into the active volume. For example, if the source emits isotropically 50 - 103
a’s then only ~ 25 787 particles would arrive the gas box behind the PCB. Thus
in the following the total number of events is equivalent to all the a-particles that
could be seen by the detector.

In fig. 2.14 left the amount of Bragg clusters normalized per «’s penetrating the
GEM is shown for the simulation without PCB plate, while in the right plot in fig.
2.14 the same results with PCB layer are depicted. The curves in both diagrams
have a similar shape to the results for a point like source simulation (see fig. 2.10).
For each zp,qg4y the probability to find a Bragg cluster per o that penetrates the
GEM reaches the maximum at 60 mm.

However, two main differences between the left and right plot are clearly visible:
Implementing a PCB plate in the simulation leads to the effect, that the number of
Bragg clusters increases by several orders of magnitude. For example, the probability

28



2.3 Simulations with a mixed source

Nr. of Bragg-Clusters per Nr. of alphas penetrating the GEM
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Figure 2.14: Diagrams showing the number of Bragg clusters divided by the amount
of a’s that penetrate each Bragg cluster region. Left: results without PCB plate,
Right: results with PCB plate. With bigger distance the values in both plots increase
until a certain maximum at 60 mm, then they drop to zero.

to find a cluster at 60 mm distance is ~ 2.8%, but if a PCB is adjusted in the detector
the probability is ~ 15.9 % (for regg = 220). That means, that the o’s hitting the
GEM would produce more electrons within the area. Thus the definition of 2444 is
extended to higher values up to 290 e~. The plot below shows the amount of Bragg
clusters per penetrating « for xp,qg9 between 260 and 290.
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Figure 2.15: Similar plot to fig. 2.14 right, except the different values for xp;qgq-
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Comparing fig. 2.15 and fig. 2.14 left shows that the values have lie in the same
magnitude (up to few percent). The other main difference between the results of the
simulation without PCB (fig. 2.14 left) and with PCB layer (fig. 2.14 right and fig.
2.15) is that the latter plots have broader curves.

If the number of Bragg clusters is divided by the total number of events, following

diagrams arise as a result:
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Figure 2.16: Diagrams showing the number of Bragg clusters divided by the total
number of events. Left: results without PCB plate, Right: results with PCB plate.

Here the same differences between both simulations appear: the curves are higher
and broader if a PCB layer is put in the simulation. Again the following plot gives
the results for increased zp,qq9 up to 290:
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Figure 2.17: Similar plot to fig. 2.14 right, except the different values for xp;q4q-
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average number of electrons created by one alpha per distance
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Figure 2.18: Plot of the average number of electrons created by one a-particle as a
function of the distance. The red curve (simulation with PCB) has the same shape
as the black curve (simulation without PCB) but higher values.

The diagram above points out that at each distance the alpha-particle produces on
average between 5 and 10 electrons more if a PCB layer is implemented. Apart
from that the curves for both simulations increase linearly up to ~ 55 mm and
subsequently drop abruptly to zero.

The reason for the differences between both simulations can be explained with the
draft in fig. 2.19 a). If the PCB plate is absent in the simulation, the emitted alphas
can loose their energy only due collisions with the gas molecules and thus create
electrons which can be detected. This mechanism has been explained in detail in the
previous sections. However, if a PCB layer is implemented, three different scenarios
can happen:

1. Particles, which drift through the cylindrical hole, are not affected by the
PCB plate. Hence no difference in the simulation should appear.

2. Inside the hole the particles can be emitted towards the PCB and finally be
stopped there.

3. Particles drift in such a way, that they only brush the outer edge of the layer and
thus loose energy but will not be stopped.
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Figure 2.19: a) Sketch of the cross section of PCB plate, mixed source and GEM foil
(draft not to scale). The emitted a-particle touches lightly PCB edge and deposits
some of its energy. b) 2D-plot showing the ratio of the simulation with PCP layer
and simulation if the plate is in absence at 15 mm distance.

In the third case the considered alphas would come closer to the Bragg peak than
the not affected alphas from case 1 and thus produce more electrons with smaller
distances. For example, if the GEM area is set to 15 mm distance from source and
an alpha-particle is emitted from the center of the mixed source in direction towards
the edge (see fig. 2.19 a)), then from the intercept theorem it follows:

a _ 3.5 mm

T = 15 mm = a =35 mm (2.3)
At 35 mm distance from the center of the GEM foil the amount of the produced elec-
trons will be higher if the PCB plate is implemented additionally in the simulation.
Like in fig. 2.8 creating 2D plots for the spatial distribution of the produced electrons
normalized per alpha penetrating the GEM for both simulation with PCB plate and
without PCB plate at 15 mm distance and finally dividing both from each other
yields the plot depicted in fig. 2.19 b). The circular area (aqua color) corresponds to
the first case where the ratio of produced electrons for each simulation is on average
one{El. Then a continuous transition to the green area takes place (green disc with a
radius of ~ 35 mm). The produced electrons within this disc come from the a’s that

MNot constantly one due to statistical fluctuations in the simulation.
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2.3 Simulations with a mixed source

touched the PCB edge. There approximately 1.5 times more electrons are created in
comparison to the simulation in absence of the PCB layer. Therefore the plot 2.19
b) confirms very well the validity of fig. 2.15 and 2.17, where the probability of a
Bragg cluster defined with min. 290 e~ is not zero.

Up to now a Bragg cluster was defined with the parameter £p,qg¢ as a total number
of electrons within a certain area at the GEM foil (1 mm?). However, one can define
T Bragg also as a relative value of the most produced electrons within the region. In
other words, e.g. £Brqgqy = 5% means that a region with min. 95% of the highest pro-
duced electrons is counted as a Bragg cluster. The new definition of xp,.gy changes
the diagrams in fig. 2.14 and 2.16 and the new plots are depicted in fig. 2.20 and
2.21.
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Figure 2.20: Diagrams showing the number of Bragg clusters divided by the amount
of a’s that penetrate each Bragg cluster region. Left: results without PCB plate,
Right: results with PCB plate. 2pyqqq is defined between 5% and 20 %.

While the shape of the curves for the simulation without PCB plate remain nearly
the same like in fig. 2.14 left and 2.16 left between ~ 35 mm and ~ 70 mm, at lower
distances however the probability to find a Bragg cluster firstly drops before it starts
to increase from 20 mm.

With the new definition of x4, the plots in fig. 2.20 right and 2.21 right do not
match with the results for the simulation with a PCB plate (see fig. 2.14 right, 2.15,
2.16 right and 2.17). It can be explained as follows: The alpha-particles touched the
edge produce in smaller distances more electrons than the other emitted particles
and thus produce a high charge density (e.g. 300 electrons in 0.5 mm? at 20 mm).
Then for example a Bragg cluster is defined when 85 % - 300 = 255 electrons are
produced within the certain region. To find such a cluster at 20 mm distance is
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Chapter 2 Simulation framework

extremely unlikely because most alpha-particles don’t reach the Bragg peak at 20
mm to produce min. 250 electrons.
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Figure 2.21: Diagrams showing the number of Bragg clusters divided by the total
number of events. Left: results without PCB plate, Right: results with PCB plate.
TBragg 15 defined between 5% and 20 %.

Therefore the right plots in fig. 2.20 and 2.21 represent only the probability of
Bragg clusters induced by alpha-particles touched the PCB edge. In order to get the
familiar shape of the curves like in the other diagrams, the xp;qg¢4-parameter has to
be increased up to 30% or 40%.

The large fluctuations and jumps in fig. 2.15, 2.17, 2.20 right and 2.21 right could
be due to statistical nature. To avoid high statistical errors more amount of data is
needed, i.e. emitting more events into the active volume of the detector.

In the analysis up to now the GEM thickness was freely chosen, but fixed dur-
ing the simulation, namely 0.5 mm. Since in reality the GEM foils are much less
than 100 pm this value is changed to 0.2 mrnE| and the simulations are done again
in order to study possible changes in the results. The new plots are illustrated in
the figures on the next page but this time only for the simulation with PCB layer.
Furthermore the xp,q44-parameter has been redefined again.

Clearly visible is that the shape and magnitudes of the curves do not change signi-
ficantly. The width of the broad plateau in fig. 2.23 left and right matches very well
with that of the experimental diagram (see fig. 1.7).

15Tf the thickness is set less than 0.2 mm to come as close as in the real experiment, the GEANT4
step length (set to 0.1 mm) has to be smaller.
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Figure 2.22:

Diagram showing the number of Bragg clusters (defined by the amount

of the inlying electrons) divided by the amount of a’s that penetrate each Bragg
cluster region. With bigger distance the values increase until a certain maximum at

60 mm, then they drop to zero. Left: x4y defined between 220 and 250 e™, Right:
T Bragg defined between 260 and 290 e~. The GEM area has a thickness of 0.2 mm.

x 104 Nr. of Bragg-Clusters per total Nr. of events
& Cluster defined with min. 220 & i H
300 —*— ©
— ; ;
+— Cl J H \
250 —@— Clusier defned with min. 290 & f : 3
B 401~ /i . 1
200~ r / : i
- - / ' |
I A il H A
150 I ¢ : i
o . / i i ‘\
- L / H
r /
- 20(— i i i
100~ \ N / / i |
g B [/ A 1
o \ r Y H AW
r : ; "N 10l :
50— | [
r : ! A F / /\ h
u:‘ “...|‘.H\H‘;...‘l‘\k‘u ol :.‘Tf{'i\u.m...‘i‘_‘é‘
10 20 30 40 50 60 7 1 20 30 40 50 60 70
distance from source in mm

distance from source in mm

Figure 2.23: Same diagrams as in fig. 2.22, except of that the Bragg clusters are

divided by the total Nr. of events (i.e. alpha-particles that could be detected at the
GEM foil).
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Chapter 2 Simulation framework

2.4 Simulations with additional el. field

In the previous section a simulation is done in absence of an electric field (static
simulation). When a field parallel to the z-axis is applied, the created electrons will
be accelerated along the field lines. Since the electrical field is set to 400 V/cm and
the GEM foil is implemented without holes (i.e. no strong inhomogeneous field) an
electron avalanche is out of question. A state of equilibrium appears immediately
between the acceleration and collision with other gas atoms so that the movement
of the electrons can be described by

2(t) = vprift -t + 20 , © =y = const. (2.4)

whereas vp,;f; is the constant drift velocity for the considered gas medium and zg
the z-position where the electrons were created. x and y are not affected by the elec-
tric field. Besides the straight movement along the z-axis the electrons experience
longitudinal and transversal diffusion, which can shift z(t) according Gaussian dis-
tribution of width o, = D - VAz and 0, = D, - VAz (with Az = vpyife - t and
D7 and Dy, transversal and longitudinal diffusion coefﬁcientﬁ. For the electrical
field equal to 400 V/cm the values of these variables are listed in the table below:

Gas mixture vprife [cm/ps| | Dp [y/em] | Dp [/em]
Ar-COy (70 - 30) 0.931 0.0137 0.0135
Ar-CO5 (90 - 10) 3.31 0.0262 0.0221
Ne-CO2 (90 - 10) 2.73 0.0231 0.0208
Ne-CO2-N3 (90 - 10 - 5) 2.58 0.0221 0.0209

Table 2.3: Each gas mixture has for fixed electric field = 400 V/cm its typical drift
velocity and diffusion coefficients. [32]

In the simulations the max. distance between GEM foil and mixed source is set to
7 cm. This value would correspond to the max. track length of the electrons if they
were created close to the source. Due to diffusions in Ne-CO9-Ny the track will be
shifted by

Ory = Dr -V Az = 0.0209/cm - V/Tem ~ 0.55mm (2.5)

in the x and y coordinates and by

0, =Dy - VAzx =0.0221\/cm - V7em ~ 0.58mm (2.6)

Dy and Dy, are proportionality factors between the molar flux due to molecular diffusion and the
gradient in the concentration of the species. [32]
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2.4 Simulations with additional el. field

in the z coordinate.

The calculations above can be done analogously for the other gas mixtures and
the corresponding results will be small too. Therefore it doesn’t cast doubt on
the validity of the simulations if the diffusion effects are neglected. For larger gas
detectors (e.g. range of several meters), however, the diffusion plays an important
role for reconstructing the particles track.

In order to study the time distribution of the created electrons in the detector, only
one a-particle is emitted perpendicular into the active volume. The electrons are
then produced at rest at different distances and drift towards the GEM foil which
is adjusted at 70 mm distance from the mixed source. For both gas mixtures Ne-
CO2-Ng (90 - 10 - 5) and Ar-CO3 (90 - 10) the results are illustrated in the figure
below.

[ time_e
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1693

0.5005

[ tme_e |
Entries 154716
E Mean 1.24
RMS 0.721

counts
T
counts

= =4 =1 = =
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TETT [T [ TR [T TT [ TTTT [ TTIT[TT7T]

=
2

time [us] time [us]

Figure 2.24: Time distribution of the drifting electrons in Ne-CO2-Ny (left) and Ar-
CO2 (90 - 10) (right).

Electrons produced at close distance from source have to drift the longest track until
they arrive at the GEM foil. Thus the drift time in Ne-CO2-Ny is:

Ax _ Tem
UDrift 2.58%1

t= =2.T1lus (2.7)
The alpha-particle looses its energy according to the Bragg curve (see fig. 2.3) and
consequently produces electrons until it stops ~ 65 mm away from the source. The
at the end created electrons therefore have to drift only 5 mm till they were detected
by the GEM. The corresponding drift time is:

Az 0.5e¢m
t= = SATE 2.8
prige 25822 N (28)

These calculations are compatible with the plot in fig. 2.24 left. Therefore it is
evident, that the time distribution follows an inverse shape of the Bragg curve. The
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same calculation can be applied for the Ar-COs case and it can be seen in fig. 2.24
left that the first electrons are detected after ~ 1 us. Furthermore mentionable is
that in the latter gas mixture more electrons are produced in comparison to the neon
based mixture due to the higher energy loss of the alpha-particles (see fig. 2.3).

In the next step 10 000 a-particles are emitted isotropically into the detector filled
with Ne-CO2-Na, mounted PCB plate and applied electrical field in z-direction. In
appendix C further time spectra are depicted for the produced electrons as well as
for the incoming alphas (the drift time is in the range of nanoseconds due to the high
energy of around 5.5 MeV).

The plot below shows the percentage of the detected alpha-particles to the total
number of alphas (i.e. 10 000) at several distances from the source for Ne-CO2-Ng
(90 - 10 - 5) and Ar-CO4 (90 - 10).

ratio of alphas penetrating the GEM to total events

—e— Ar-CO2 (90 - 10)

0.5 B N T— T—
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Figure 2.25: Plot of the ratio of a-particles penetrating the GEM area to the primary
number of emitted a’s. The shape of the curves has already been explained in section
2.3 (see fig. 2.13). All alpha-particles are stopped around 20 mm earlier in Ar-CO»
(black points).

It can be seen, that the shape of the curves is almost identical with that in fig.
2.13 where a static simulation with implemented PCB layer was performed. As a
consequence, the *He-nucleons are barely affected by the electric field due to the
high energy they already have. Furthermore the faster decreasing of the curve for
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2.4 Simulations with additional el. field

Ar-CO3 (90 - 10) confirms the validity of fig. 2.24 right: alpha-particles get stopped
much earlier due to the larger energy deposit at smaller distances.

In the following the time is chosen as a parameter (i.e. between 0.5 and 2 pus)
and during each time interval the number of detected electrons normalized per total
number of alpha-particles is counted. The results are illustrated in fig. 2.26 left. The
result of waiting until all electrons are counted (e.g. 3 us) is shown on the right side
of fig. 2.26.
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Figure 2.26: Number of electrons divided by the total number of alphas as a function
of the GEM distance to the mixed source. Left: results within a fixed time interval.
Right: results with no limitation of time (3 us are enough to detect all created
electrons in the active volume).

While the curve in the right plot is strictly monotonically increasing till a saturation
value is arrived (around 16 - 10* electrons per incoming alpha-particle), the curves
in the left diagram increase up to a maximum (with increasing time interval the
maximum shifts towards larger distances) and drop afterwards. The reason for this
effect is the following: if the time parameter is set to a small value, then particles
produced close to the source can not be counted due to the longer drift time they
need until they arrive at the GEM foil.

Especially the green curve for t = 1.0 us from ~ 25 mm seems to have a similar
shape to the blue curve in fig. 1.7 of the experimental data.
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Chapter 3

Comparison to the experimental data
and outlook

The aim of the bachelor thesis was to connect the discharge probability revealed in
the R&D experimental setup shown in fig. 1.7 with the charge density in a single
GEM based detector simulated with GEANT4.

After the implementation of the detector with similar size to the experimental
prototype detector, the first simulations were done with a point like source without
electric field in order to have a reference to the further analysis and to study the
behavior of the alpha-particles in the gas volume together with the produced elec-
trons.

Since high electron densities created in a small region in the GEM area could cause
an electrical discharge (charge density hypothesis, see section 2.1), Bragg clusters
were defined and the probability to find such a cluster per incoming alpha-particle
was studied at different GEM distances. The corresponding diagram is illustrated in
fig. 2.11. The shape of the curves seem to have a similarity with the experimentally
determined blue curve in fig. 1.7. However, at low distances from the source as well
as from 55 mm the values are completely different with the observed values from
the experiment.

To come closer to the experimental setup, the point like source was replaced by
the same mixed source used in the experiment. Simulations were performed in
absence of the PCB plate (see fig. 2.16) as well as with the plate implemented (see
fig. 2.16). By comparing both plots one can see that the PCB layer increases the
Bragg cluster probability and thus the probability to find a high charge density at
a certain distance. Furthermore the maxima are shifted around 15 mm towards the
mixed source and the plateaus are more broaden too. In contrary to the plot of the
point like source, this simulation shows that Bragg clusters can occur at 55 or 60
mm which are conform with the experiment (i.e. the discharge probability at these
distances is not zero).

Still the falling edge at around 10 mm can not be explained, but by redefining the
Bragg cluster (see section 2.3) the simulation yields the result shown in fig. 2.21
left where a minimum at ~ 20 mm can be seen. Since the PCB plate seems to shift
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Chapter 3 Comparison to the experimental data and outlook

the Bragg cluster curves between 10 and 15 mm, it could move the minimum to
the appropriate position. To verify it, the same plot as in fig. 2.21 right has to be
performed but with lower values for xp;qg4-

Changing the thickness of the GEM from 0.5 mm to 0.2 mm doesn’t change the
shape of the other results significantly. Since the experimental data has been taken
of a detector with applied electrical field of 400 V/cm, also a dynamic GEANT4
simulation has been performed and the corresponding results were illustrated in
fig. 2.26. Setting limitations on the time interval, the curves are bend and form a
maximum with a broad plateau as in the previous results with the additional effect
that electrons now are also been counted at 70 mm.

In the simulated plots a dependence between the discharge probability and the
charge density could be observed. In order to obtain the Bragg cluster shape closer
to the curve from the experimental setup, the GEM foil has to be implemented with
holes and additional inhomogeneous electric field to increase the gain. A next step
could be to improve the plots for the Bragg cluster probability by inserting error bars
which give the opportunity to describe the behavior of the experimental results more
precisely. Furthermore instead of a single GEM foil a triple GEM stack with same
dimensions has to be implemented to come as close as possible to the experimental
setup. Then the charge densities in the simulation have to be investigated again to
obtain a proper insight into the phenomena of electrical discharges in GEM based
detectors.
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Appendix A Principal difference between GEM TPC and wire TPC

Appendix A

Principal difference between GEM TPC

and wire TPC
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Figure A.1: A major difference between the formed signal in a GEM-TPC (left fig.)
and a conventional MWPC-TPC (right fig.): While a wire TPC induces a wide signal
on the underlying pads, the signal width of a GEM-TPC is only given by transverse
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magnetic field.
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Appendix B
2D simulated plots
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Figure B.1: 2D plot of the spatial distribution of the created electrons, that are
normalized per incoming event, within the GEM structure: from top left (10 mm
distance from source) to bottom right (55 mm distance) in 5 mm steps.
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Appendix C' Time results of the analysis with el. field

Appendix C

Time results of the analysis with el.
field

I R L [T 55 [ i s el
oy | 4| s vw | e fri 1

Cu 1 s & S - Lt e

. 5 = 3 - =
Duericm B I e m . — -
-PFWI . I.;‘;; "E e - ) e

10 mm . 15 mm 20 mm
] [ vt - 1 E Fl 4 & [ r . [ ] ] 1 ] N T

2
L]
a

T
e
o

——
"
s

45 mm

{ = { = K =
55 mm ' 60 mm 65 mm
| _ m

Figure C.1: Time spectra for the alpha-particles in Ne-CO2-Ng (90 - 10 - 5)
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Figure C.3: Time spectra for the created electrons in Ne-CO2-Ny (90 - 10 - 5). Time
scale in ps.
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