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Abstract

The upgrade of the ALICE detector’s Inner Tracking System (ITS3) is a very ambitious
project that plans to redesign the detection layers of the inner barrel using wafer-scale
bent chips. Studies must be carried out to ensure that the planned detector can op-
erate to the desired specifications and demonstrate the performance of bent chips in
realistic experimental physics conditions. Towards this goal, studies were conducted
in the scope of this thesis using a small telescope featuring bent ALice PIxel DEtector
(ALPIDE) chips (the sensors employed at the existing ITS2). The investigations con-
ducted include clustering behavior in bent Monolithic Active Pixel Sensors (MAPS)
detecting low momentum (<GeV) particles, correlations between energy deposition and
particle momentum, and alignment strategies for cylindrically bent detector geometry.

The clustering behavior of bent MAPS was evaluated using proton beams of different
energies impinging on a polypropylene fiber target. With proton-proton elastic scatter-
ing as the dominant reaction channel, this results in a well-defined coincidence pattern
of the outgoing particles. Data sets were taken using different signal thresholds of 100e,
200e, and 300e charge equivalent. Through the special target geometry and the reaction
pattern, different alignment strategies for cylindrically bent detectors were developed
and qualified based on the time to converge, the best distance of the closest approach
(DCA), and the opening angle calculated in the aligned configurations.
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1 Introduction

This chapter gives an overview of the ALICE experiment, discussing the collisions, a
brief description of the LHC, the physics goals of the experiment, and a description of
the instrumentation at ALICE. Following the section on ALICE, background on ALPIDE
chips used for tracking is given, which will discuss the properties of the chips and
the innovations they brought with them to the previous upgrade (ITS2). The coming
upgrade to the ALICE inner tracking system (ITS3) and the innovations follow in the
next section.

1.1 ALICE

ALICE (A Large Ion Collider Experiment) is a detector dedicated to heavy-ion physics
at the Large Hadron Collider (LHC). Due to the large center of mass energies in one
collision, a huge number of outgoing particles is created in a single event, and all
the detector systems have to cope with this special feature. ALICE as of LHC Run 3
measures Pb-Pb, and p-p collisions at center of mass energy per nucleon pair

√
sNN =

5.36 TeV/[1], and 13.6 TeV[2] respectively producing thousands of particles in a small
volume. Quark Gluon Plasma (QGP), a state of matter predicted to have existed
briefly after the Big Bang, is formed and studied in these collisions with the goal of
understanding the nuclear equation of state and the nature of the strong force [3]. The
ALICE detector is specialized for the high multiplicities and low momentum of the
particles produced in these heavy ion collisions.

The LHC is the final accelerator of a chain of accelerators that, as of run 3, brings beams
up to the record energy of 6.8 TeV/Z [4] and is designed for collisions of energies up to
7.0 TeV/Z [3, 4]. In the ALICE experiment, the main focus is on lead-lead collisions.
In order to produce lead beams of energy 2.76 TeV/u, lead ions must follow a series
of booster accelerators prior to injection at the LHC. First, a purified lead sample is
heated to ∼500 °C. Lead vapor is ionized by a current up to the charge state Pb29+,
which is accelerated to 4.2 MeV/u before it is further ionized to Pb54+ by passing
through a carbon foil stripper. The Pb54+ beam is accelerated to 72 MeV/u at the Low
Energy Ion Ring (LEIR), which then transfers the beam to the Proton Synchrotron
(PS), which brings the beam up to 5.9 GeV/u. The beam is then sent to the Super
Proton Synchrotron (SPS) to strip the ions of remaining electrons with a second foil
and accelerate the Pb82+ up to 177 GeV/u. This beam is passed on to the LHC, which
has two beam pipes, one clockwise and one counterclockwise, which bring the beams
up to 2.76 TeV/u and collide them [3].

The LHC is a 27 km circumference collider made up of eight arcs (containing bending
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1 Introduction

magnets) and eight insertions (containing cavities with radiofrequency 400 MHz electric
fields synchronized with bunches and providing them with 5 MV/m) [3]. The LHC
has four intersection points between two beam pipes corresponding to the four main
experiments with their detector apparatuses: CMS, LHCb, ATLAS, and ALICE.

1.1.1 High Energy Physics at ALICE

Cosmologists agree that in the Big Bang, matter came from an extremely hot and
dense region of space. In this extreme phase, quarks are close enough together to
maintain a neutral color charge, such that individual quarks would be able to freely
move across distances larger than their normal confinement space: the size of the
nucleon. The ALICE experiment aims to study not only the evolution and properties
of this extreme state of matter but also the interaction between particles produced
in this very hot and dense environment. Nuclei, for example, are generated in these
collisions. If two particles are close in phase space, their interaction can be studied
in detail. One mystery in astrophysics, where such investigations are relevant, is the
internal composition of neutron stars, where knowledge about how nucleons interact
in a very dense environment is crucial.

Figure 1.1: Charge Density of the Nucleus
from [5]

The nuclear equation of state (EoS) at
low energies is understood. The nu-
cleus has a form factor, usually Gaus-
sian or oscillating, corresponding to
density profiles that are either Gaussian
or spherical with a diffuse edge, respec-
tively [5]. Light nuclei have Gaussian
charge and density distributions, but
most nuclei have a thin, soft surface
but a hard core saturated with nucle-
ons. Sample density profiles are shown
in fig. 1.1. The central (saturated) den-
sity of the nucleus is about 0.17 nucleons/fm3[5]. The density is plotted against the
radius of nuclei in fig. 1.1, and it can be seen that except for the light He nucleus,
nuclear matter saturates in the center and falls off for about 2 fm of skin. Under extreme
pressure and temperature, the nuclear matter is expected to undergo a phase transition.
Astrophysical observations of neutron stars have confirmed the existence of matter
much denser than the nuclear saturation density.

In nuclear physics, particularly in three-body systems, unresolved questions persist,
especially regarding the nature of the strong interaction in neutron-rich and dense
systems like neutron stars. At heavy ion colliders, densities multiple times the nuclear
saturation density are achieved, and it is predicted that the cores of neutron stars are
also much denser than nuclear saturation. In such systems, introducing strangeness as
an additional degree of freedom may be thermodynamically favorable, depending on
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1 Introduction

the potential of the interaction.

To measure the potential of such interaction, it is useful to employ a technique known
as femtoscopy, whereby one uses the statistical correlation of particles measured in the
same phase space to calculate the strength of an interaction [6]. It is, in particular, useful
to measure not only two and three body nucleon (N – N and N – N – N) potentials but
also to measure nucleon-nucleon-hyperon potentials (N – N – Y) [6], where a hyperon is
a baryon containing at least one strange quark. Thanks to the proximity of ALICE’s
inner tracking system (ITS) detectors to the beam collision point, it is possible to track
and identify heavy-flavor baryons. The Λ+

c is the lowest mass charm baryon. The mean
lifetime of no more than τ ∼ 2 × 10−13s) and experimentally determine the potential.
At low pT ≲1 GeV/c, the lambda hyperon decay length is ∼60 µm[7]. The original ITS
had an impact parameter resolution larger than this, but ITS2 tripled it to about 15 µm
for pt =1 GeV/c[8]. The beam pipe of the ITS was decreased from 29.4 mm to 19.8 mm
during the ITS2 upgrade, allowing for 9.6 mm closer placement to the collision region
of the innermost detector layer and improving the impact parameter resolution so that
the Λc −→ pK−π+ can be observed[9, 10, 11].

Another aspect of nuclear physics at ALICE is the production of light nuclei in high-
energy collisions. In heavy ion collisions, the kinetic energy of the colliding nuclei is
transformed into a shower of particles and antiparticles. Statistical hadronization and
coalescence models describe the hadronization process from the hot fireballs produced
by heavy ion collisions at ALICE. The statistical model treats the fireball as a hadron
resonance gas in global chemical equilibrium. The gas expands and cools to a chemical
freeze-out, at which point the hadrons stop interacting. Despite the relatively low
2.2 MeV binding energy of deuterium, some nucleons produced in the fireball bind
together and survive until chemical freeze-out. This model successfully predicts the
hadron and light nuclei yields detected at ALICE [6]. The problem with this thermal
model is that every collision has a set of fit parameters that cannot be easily determined.
The hadronization in the coalescence model, contrary to the thermal model, assumes
that particles can continue interacting even after the fireball produces them. This
model assumes nuclei and anti-nuclei are produced when nucleons (or anti-nucleons)
are emitted close enough in phase space to form a bound state. This model has also
successfully reproduces nuclei and anti-nuclei production from collisions at the LHC[6].

1.1.2 ALICE Detector Overview

Several layers of detectors with different functions surround the central barrel as seen
in fig. 1.2. First is the ITS, which tracks the trajectory of charged particles and is under
investigation if it can support particle identification (PID) of low momentum particles
by calorimetry[13, 14]. These particles can come from the collision point, decays of
particles from the collision point, and cosmic rays. Next is the Time Projection Chamber
(TPC), which further contributes to the tracking and momentum calculation of charged
particles, enabling very precise PID for low-momenta particles by measuring their
energy loss in the detector gas volume. The following layer is the Transition Radiation
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Figure 1.2: The ALICE Detector System taken from [12].

Detector (TRD), which helps with the PID of high-energy electrons. Following is the
Time of Flight (TOF) detector, which is used to reconstruct particle velocities. The
High Momentum Particle Identification Detector (HMPID) is also installed for high
momentum PID.

Along the beam axis is a set of forward detectors. These are used for particles at
small angles along the beamline, such as spectator nucleons that did not participate
in the production of the hot fireball. These nucleons are detected at the Zero Degree
Calorimeter (ZDC). The VZERO (V0) detector measures charged particles and helps
with event triggering. The Forward Multiplicity Detector (FMD) informs about the
number of charged particles produced along the beam axis.

The Muon Spectrometer is an integral part of ALICE because muons penetrate deeply
from within QGP.

The Photon Spectrometer is used to detect photons produced from QGP formation.
This includes the Electromagnetic Calorimeter (EMCal), which measures the energy
of photons and electrons, and the Di-jet Calorimeter (DCal) for measuring particles
coming out of jets, as di-jet events provide useful information to probe QGP. The Photon
Multiplicity Detector (PHOS) detects high-energy photons.

1.2 Inner Tracking System

This section will cover the current Inner Tracking System (ITS2), starting with back-
ground on the initial upgrade. Next, the working principle of semiconductor detectors
is detailed, followed by a description of the system’s physical structure. This section
will close with the material budget of the inner layers, a critical point in the coming
ITS3 upgrade.
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1 Introduction

During the long LHC shutdown 2 (LS2) 2019-2021, the six layers of the original ITS
trackers were replaced with seven new ones organized into three barrels (shown in
fig. 1.4) that improved the vertexing (tracing the particles’ origin) and tracking perfor-
mance. The ITS had a two-fold improvement for the impact parameter resolution and
tracking efficiency for low transverse momentum particles (≲1 GeV/c), as can be seen
in fig. 1.10.[15] In addition, the readout capabilities were upgraded to handle Pb – Pb
interaction rates of up to 50 kHz demanded after LS2 [15]. ITS2 already has a very
high granularity, could withstand higher radiation impact, a reduced material budget,
and one more detection layer than the original ITS. This allows for tracking particles
at smaller angles and better measurements of observables such as momentum, PID,
impact parameters, and vertexing.

The ITS is a semiconductor particle detector. The working principle of such detectors
fundamentally comes from atomic physics. In individual atoms, electrons fill discreet
energy levels. In an atomic lattice, the energy levels combine to form bands, specifically
the valence and conduction bands. Electrons are only shared between neighboring
atoms in the valence band, while the conduction band traverses the whole lattice,
consisting of free electrons. These two bands overlap in metals but are separated by a
band gap in insulators and semiconductors. The energy required to excite an electron
from the valence band to the conducting band, known as the band gap, in pure silicon
at room temperature 300 k is 1.12 eV [16]. MAPS uses doped silicon, which has an even
higher conductivity by changing the number of electron donors and acceptors in the
lattice to form a p-n junction [16, p. 590].

Silicon detectors exploit the semiconductor’s ability to easily generate electron-hole

Figure 1.3: Working principle of charge collection in MAPS[17]

pairs through interaction with energetic charged particles. At low temperatures, valence
electrons are shared between neighboring silicon atoms; however, thermal excitations
are enough to ionize atoms in the lattice, sending valence electrons into the conduc-
tion band, which allows them to move freely about the crystal lattice. In addition,
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effectively, a positively charged particle called a “hole” is left behind by the freed
electron, which also moves around and interacts attractively with electrons. However,
in the ITS detector implementation, a positively charged collector, the NWELL DIODE,
attracts the electrons after they diffuse and get close enough, as shown in fig. 1.3. The
diffusion is slow, but when a higher back bias voltage (VBB) is applied, the electrons
are accelerated to the collector, speeding up collection time. The voltage of the induced
signal, determined by the number of electrons arriving at the collector, must be higher
than that of the collection threshold to register as a hit. At ITS, many chips with many
pixels are arranged in a grid with known positions. When ionizing radiation passes
through the barrels and deposits sufficient energy in the detector layers, simultaneously,
many electron-hole pairs are generated, diffused, and collected in the pixels around the
neighborhood of the collisions within the chips. No signal is sent from a pixel unless a
charge is collected, called zero suppression. During an event, charge collectors send
out signals simultaneously, and this data is saved together with the readout from other
pixels on all detectors that registered a hit, which provides geometric detail about the
path of the radiation, from which tracks can be formed and that trace back towards the
point where the particle was produced.

Now that the microscopic function is described, the macroscopic structure of the

Figure 1.4: Design of the full ITS2 detector: ITS2 has two sets of barrels: the outer
barrel with four layers and the inner barrel with three. Each layer comprises
modular staves containing ALPIDE sensors and supporting infrastructure
that wrap around the beam pipe. taken from [18].

ITS will be discussed. The current inner tracking system, shown in fig. 1.4 has two
barrel categories: the inner barrel with three layers of detectors around the beam
pipe (surrounding the inner barrel shown in fig. 1.4), and the outer barrel with
four layers of detectors. The inner and outer barrels have similar structures. Lay-
ers from each barrel are composed of flat segments called staves that wrap around
the beam axis [9, 14]. The staves are attached to a half-cylinder support structure
to form Half-Layers. The Half-Layer is composed of the following parts: the Space
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Frame, Cold Plate, Hybrid Integrated Circuit (IC), Half-Stave, and Module, as seen
in fig. 1.5. The Space Frame is a carbon fiber truss-like support structure. The Cold

Figure 1.5: The ALICE IB and OB Staves with their respective components [14, p. 9].

Plate is a carbon ply containing cooling pipes. The Hybrid IC is a polyimide flexible
printed circuit (FPC) hosting a 2 × 7 grid of Pixel Chips and some passive components.
The Half-Stave is a component of the OB, hosting modules glued to a cooling unit.

Figure 1.6: ITS2 Inner Barrel Material Bud-
get taken from [15], peaks seen correspond
to stave overlap shown in fig. 1.7.

The material budget of ITS2 is very
light, with a radiation length of
0.35 %X0 per layer in the IB, compared
to the previous ITS, which had 1.14 %X0

per layer [19]. However, as light as ITS2
is, as seen in fig. 1.6’s plot, only about
15% of this budget is from the silicon
detectors (yellow at the bottom of the
plot). In comparison, 50% comes from
the FPC, 20% is attributed to the cooling
circuit, and 15% comes from the sup-
porting material[15]. This figure shows
the periodic peaks of double the base-
line at 0◦ and 30◦. These peaks come
from overlapping staves necessary to
cover the azimuth, shown in fig. 1.7 as
carbon, Kapton, silicon, aluminum, and
glue, strongly raising the mean to 0.35%X/X0. The blue peaks are from the water
coolant corresponding to the two pipes/stave. If the supporting structures could be
eliminated and only the silicon detectors remained, the material budget would be
reduced by a factor of seven to 0.05%X0 per layer. This is what ITS3 aims to achieve
[20].
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Figure 1.7: ITS2 Stave Cross Section, Showing IB Overlap Region from[14, p. 8].

1.3 ALPIDE Chip Properties

The ITS2 uses seven concentric layers of Monolithic Active Pixel Sensors (MAPS)
composed of 0.18 µm Complimentary Metal Oxide Semiconductors (CMOS) [14]. MAPS
combines a silicon diode and readout within the same pixel [21]. The key advantages of
MAPS over hybrid pixel detectors are the low fabrication cost, they can be thinned down
to reduce the material budget (or bend in for ITS3), they have individual pixel readout,
they are fairly radiation hard, operate at high speeds, have a low power consumption
from a single low voltage power supply [21, 22, p. 3]. The CMOS logic gates use p-
and n-doped field effect transistors for logic functions. CMOS consumes very little
power and produces minimal heat, which is ideal for reducing the material budget by
reducing cooling needs and thermal noise. The MAPS track charged particles and have
a spatial resolution of about 5 µm [20]. These MAPS are composed of a 512×1024 px
matrix to form the ALICE Pixel Detector (ALPIDE).

The ALPIDE chip, was designed for the ALICE ITS2 upgrade that took place during
the Long Shutdown 2 (LS2)[23] from 2019-2021[24]. The chip is 15 mm × 280 mm
with and is put together as shown in fig. 1.8. The pixel pitch of ALPIDE measures
29.24 µm × 26.88 µm, upgraded from the original larger50 µm × 425 µm original ITS[19,
23, 24]. Each pixel contains a sensing diode, a front-end amplifier and shaper, a
discriminator, and a digital component[25]. The digital component has three hit storage
registers (Multi Event Buffer), a pixel masking register, and a pulsing logic [24]. This
means that when a hit (a hit is when the charge collected in the charge collector is above
the set threshold in the discriminator) is registered, the pixel’s address is encoded in
the signal propagated so that the coordinates of the hit are known. Signals are only
propagated from pixels that register a hit (called 0 suppression). The front-end peaking
time takes 2 µs and the discriminator pulse takes 10 µs.[24][25]).
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Figure 1.8: General ALPIDE Circuit Layout[24]

1.4 ITS3 Upgrade

The ALICE ITS will be upgraded again during the next long shutdown (LS3, scheduled
from 2026 to 2028). While ITS2 is already an ultra-light structure with excellent tracking
specs, there is still room for improvement. Most of the material budget comes from
the support structure rather than the active part that is critical for the physics. As was
already mentioned in fig. 1.6, only about 15% of the material budget comes from silicon.

Figure 1.9: Diagram of planned ITS3 bent MAPS
wrapped around beam pipe taken from [15].

The increased size of the sen-
sors using stitching has made
it possible to exploit the flexi-
ble material properties of ultra-
thin silicon so that a cylindri-
cally bent self (mostly) sup-
porting detector can be con-
structed. The elimination of
the support structure and read-
out will reduce the material
budget by a factor of seven.

The ITS3 upgrade will employ
wafer-scale bent MAPS chips
(shown in fig. 1.9). One of the
main goals of ITS3 is to reduce
the material budget. This will
be achieved by removing the
FPC (flexible printed circuit)

9



1 Introduction

and space frame, and the cooling will use air instead of water such that only sili-
con detectors remain. At ≈ 50 µm, silicon becomes flexible [20]. If the sensor becomes
flexible, one no longer needs to use multiple sensors around the beam pipe but can bend
two half-cylinder sensors around it, reducing the material budget since less support is
necessary. This bent configuration will be held in place by carbon foam ribs[20]. Only
the inner three layers are planned to be upgraded because they are the most critical.
This configuration is also much simpler in the sense that rather than 432 flat sensors,
there will be six cylindrically bent sensors.

The improved resolution of ITS3 should help the detection of low pT particles (pT<
1 GeV/c), such as heavy flavor hadrons (charm and bottom), as well as low mass
dielectrons.[15, 20]

Figure 1.10: Impact parameter resolution and tracking efficiency from [15, 20]

The detector will be capable of facing a Pb-Pb collision rate of up to 100 kHz[15] (just
as in ITS2[26]) and at least 400 kHz in p-p[14].

ITS3 will have to tolerate a 70% higher radiation load due to e– e+ pairs impinging on
the ITS3 Inner Barrel which is closer than the ITS2 counterpart[15].

The innermost layer will be even closer to the interaction point, at 18 mm[20, 15]; the
current radius is 23 mm following the 39 mm original ITS inner radius[23, 19, 27].

As mentioned, the major goal of ITS3 is the reduced material budget. This is accom-
plished by making one large wafer-scale monolithic detector. Chips are mass-produced
on an industrial scale, and the application for the ITS3 upgrade demands, contrary to
usual production, one large chip. The grid of many separate tiny chips carved from
one wafer produced one large MAPS using a technique known as stitching. Stitching
connects multiple small chips within the same wafer such that it forms one large
monolithic circuit, which can be bent around the beam pipe.

10



2 Experimental Setup

This chapter details the test beam setup and the experiments carried out at the Cyclotron
Center Bronowice, the kinematics of the test beam, and the first steps taken to unpack
the raw data recorded.

2.1 Test Beam

(a) µITS3 test beam setup (b) Setup in Dark Box

Figure 2.1: Experimental apparatus schematic and setup

On the weekends of November 1-15, 2022, experiments were conducted at the medical
center and scientific facility Cyclotron Center Bronowice in Krakow, Poland (IFJ Insti-
tute). The cyclotron accelerated proton beams with a beam diameter of 4 mmFWHM to
energies of 80 MeV, 120 MeV, 200 MeV that impinged upon a polypropylene (C3H6)n

fiber target. The average momentum of the elastically scattered protons from this ex-
periment is 278 MeV/c, 342 MeV/c, and 446 MeV/c, similar to the heavy flavor, low-pT

particles to be detected at the ALICE experiment by this detector. The beam spot can be
seen in fig. 2.3. The target consisted of eleven fibers in an arrangement that resembled
an arrow pointing toward the beam, as shown in fig. 2.2. The experimental setup can
be seen in the photos fig. 2.4 and schematic fig. 2.1a. In addition to the µITS3 setup,
other detectors used the test beam. This included CsI scintillators (CALIFA) and the
silicon calorimeter SKIROC chips.

The aim of the µITS3 experiment was to learn how bent MAPS detect clusters and
to explore different procedures for aligning trackers in the bent configuration. The
fiber target was chosen because the collision between the beam and the hydrogen
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Figure 2.2: Fiber target with respect to experimental detectors and test beam

Figure 2.3: Photo of beam spot on radiochromic Film

in the target resulted in elastic scattering at a fixed opening angle, given the beam
energy. The four-momentum is conserved in the scattering such that if one has the
four-momentum of one proton, the four-momentum of the other proton in the collision
could be reconstructed, and the other track could be retraced. In the telescope setup
prepared at the CERN ITS3 Detector Lab, six ALPIDEs were bent around three cylinders
of the ITS3 radius (18 mm, 24 mm, and 30 mm) with windows for the detectors, known
as the µITS3 detector assembly was used at the test beam to qualify the vertexing
abilities of the sensors at low momenta of 34.6 MeV/c, 52.6 MeV/c, and 86.7 MeV/c,
from E =

√
p2c2 + m2

0c4 for proton energies 40 MeV, 60 MeV, and 100 MeV.
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(a) Fiber Target Arrangement within
ALPIDE Cylinders µITS3 setup as seen
from Beam (b) IFJ’s Proteus C-235 Cyclotron

Figure 2.4: Photos of experimental setup

2.2 Kinematics

In this section, the opening angle of elastically scattering particles will be solved from
conservation of energy and momentum for particles of the same mass in the non-
relativistic case to get a basic understanding. The relativistic effects are later taken into
account using a simulation and are compared with experimental results. Quasi-free
scattering between protons and a 12C target was also simulated and compared with
experimental results.

To calculate the opening angle elastic scattering between a projectile and target of
the same mass, one begins with the conservation of momentum and energy. From
conservation of momentum and energy:

Figure 2.5: 2D Kinematics

m1v1i + m2v2i = m1v1 f + m2v2 f (2.1)
1
2

m1v2
1i +

1
2

m2v2
2i =

1
2

m1v2
1 f +

1
2

m2v2
2 f (2.2)
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Since the target proton is initially at rest, v2i = 0, and both protons have zero lateral
momentum initially, v1ix = v1iy = v2ix = v2iy = 0 and |v1i| = v1iz = v1i. The particles
all have the same mass, so that term drops out.

0 = v1 f x + v2 f x (2.3)

0 = v1 f y + v2 f y (2.4)

v1iz = v1 f z + v2 f z (2.5)

Due to the conservation of momentum, the scattering out of the beam axis must lie
on the same plane. Since the coordinate system can be chosen arbitrarily, we simplify
the equations by choosing the x-axis to go in-plane with the scattering. In this case,
the y-momentum of both particles remains zero, so only eq. (2.3) and eq. (2.5) are left.
To solve for the opening angle, one can take the dot product of the conservation of
momentum equation with itself and compare it with conservation of energy, resulting
in:

v1 f x = v1 f cos(θ1), v1 f y = v1 f sin(θ1) (2.6)

v2 f x = v2 f cos(θ2), v2 f y = v2 f sin(θ2) (2.7)

v2
1i =v2

1 f [sin2(θ1) + cos2(θ1)] + v2
2 f [sin2(θ2) + cos2(θ2)] (2.8)

+ 2v1 f v2 f cos(θ1) cos(θ2) + 2v1 f v2 f sin(θ2) sin(θ2)

Using trigonomic relations:

v2
1i =v2

1 f + v2
2 f + v1 f v2 f cos(θ1 − θ2) (2.9)

And finally, inserting the conservation of energy v2
1i = v2

1 f + v2
2 f , the particles’ angular

relationship to the z-axis comes out:

cos(θ1 − θ2) = 0 (2.10)

This forces a fixed opening angle of θ1 + θ2 = 90◦, which allows the particles freedom to
lean more to the left or to the right depending on how the z-component of momentum
is distributed. This is illustrated in fig. 2.5. This result is valid for the non-relativistic
case only. In the 80 MeV to 200 MeV, the opening decreases up to only 3◦ due to length
contraction in the laboratory reference frame. The opening angle has a width, as seen
in the plot fig. 2.7, because of how the “wobble” unequally shared momentum among
protons along the beam axis. Since the protons have four different momenta, the length
contraction varies and results in a broadened opening angle distribution.

2.2.1 Proton-Proton Elastic Scattering

The opening angle was determined in advance so that the position of the chips could be
determined in advance to correctly be able to see the full track (schematics illustrated
in fig. 2.8). The opening angle is fixed and depends on the beam energy and reaction
as shown in the table 2.1. From the conservation of momentum, the sum of momentum
orthogonal to the beam must remain zero, but the momentum along the beam axis
does not have to be shared equally. This can be at any azimuth to the beam, but the
angle between the protons remains fixed.
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Figure 2.6: Illustration of freedom of scattered particles to unevenly distribute momen-
tum along the beam axis.

84 85 86 87 88 89 90 91

]oOpening Angle [

0
1000
2000
3000
4000
5000
6000
7000
8000

C
ou

nt
s

200 MeV Opening Angle Distribution

Figure 2.7: Simulation of 200 MeV beam p-p elastic scattering opening angle (simulation
developed by [28]).

2.2.2 Quasi-Free Scattering

During the second weekend, the setup was moved to observe the expected opening
angle of quasi-free scattered protons. At first, it was anticipated that a second peak
from the scattering of 12C would be visible because of the carbon in polypropylene
(C3H6)n). Inelastic scattering scattering with carbon occurs by the knockout reaction
channel: p(12C, 11B) 2 p. The average opening angle (θ1 + θ2) can be calculated from the
binding energy by the formula eq. (2.11):

cos(θ1 + θ2) =
Eb

2E1
(2.11)

where Eb is the binding energy of the knocked-out nucleon, and E1 is the energy of
the incident proton (beam energy) [29]. From this formula, the average opening angle
was calculated with results for different beam energies in table 2.1. Later, when the
experimental opening angle results were plotted, no peak from found 12C quasi-free-
scattering was observed. Quasi-free nucleon-nucleon scattering (proton knockout) in
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Figure 2.8: Choice of position of detectors with respect to the target was chosen in
advance according to the opening angle.

Table 2.1: Elastic and Quasi-Free Opening Angles at Different Energies
Beam Energy [MeV] 200 120 80

p-p Elastic Scattering Opening Angle 87.08◦ 88.20◦ 88.76◦

p-p Quasi-Free Scattering Opening Angle 82.56◦ 79.82◦ 74.78◦

the direct kinematics reaction p(12C, 11B) 2 p did not produce a sharp peak due to the
strong dependence on the intrinsic momentum of the nucleon knocked out[30]. The
internal momentum of nucleons in 12C causes a broadening of the expected opening
angle. Sometimes, the intrinsic momentum goes with the impinging proton; other
times, it goes against the beam. After boosts, this leads to a very broad distribution of
opening angles, as opposed to the sharp peak observed from the p-p elastic scattering
since the free proton in the target has no intrinsic momentum. In the simulation shown
in fig. 2.9, the expected distribution of opening angles was performed and appears in
good agreement with the experimental results, which can be viewed in chapter 8.

Figure 2.9: Simulated distribution of opening angles at 200 MeV test beam energy,
including quasi-free scattering and elastic scattering reaction channels. [pro-
vided by T. Jenegger]
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2.3 Energy Correlation with CALIFA

CALIFA (CALorimeter for In-Flight detection of gamma-rays and high energy charged
pArticles), was used to measure the energies of protons coming from the target mea-
sured during the beam time. The anti-correlation between arms can be seen in fig. 2.10.
The energy of protons from the same event sum up to the beam energy minus energy
loss inside the µITS3 material as expected from the elastic p-p kinematics.

Figure 2.10: Energy correlation plots from CsI scintillators for events from the test beam
[data processed by T. Jennegger]

2.4 Data Analysis

The data was analyzed using Corryvreckan, Python, and ROOT to correlate hits on the
detectors, to separate noise, background, and signal, to reconstruct tracks, and to align
the detectors. A hit has a nanosecond timestamp, charge information, and the row and
column of the pixel that fired. A cluster is a collection of neighboring pixels in space
that registered hits within a time window. The cluster size is the number of pixels.[31]
The software developed in this analysis is accessible under this GitHub repository.

2.4.1 Corryvreckan

In the first stage of data analysis, the Corryvreckan ([32, p. 1]) test beam analysis
software (developed in collaboration with CERN) was used to plot events detected by
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the ALPIDE’s online. In addition, it can convert data from the raw data files into ready-
for-analysis root and pickle (.pkl) files while cutting out noisy pixels. The Corryvreckan
framework also built clusters from single-pixel.

In the earliest stage of analysis, hit maps were plotted, and the target could be indirectly
observed using the EUDAQ2 event loader. The hit map of particles upon each ALPIDE
can be seen in fig. 2.11. As expected, the particles scattered off the target at the right
angle directly onto the ALPIDEs, as is seen as a square in the middle of each detector.

In Corryvreckan, the geometry of the detectors was configured, where the relative
positions and rotations of all detector layers with their respective bending radii were
defined. With this, it was possible to obtain the positions of measured clusters in global
lab coordinates instead of the local coordinates on the chip as initially measured by
each ALPIDE.
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(b) Hit Map of Middle Layer Detector
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(c) Hit Map of Outer Layer Detectors

(d) “Window frame”
ALPIDE is strapped
to can be seen as the
rectangular border
causes multiple
scattering reac-
tions with protons
incident

Figure 2.11: Hit Maps for Detector Layers on Left and Right Arms with rectangular
shadow visible from the plastic structure holding the ALPIDEs
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2.4.2 Geometry

The geometry of the ALPIDEs within the Corryvreckan framework was verified to en-
sure the coordinates of hits were correct and ready for analysis. Corryvreckan has preset
geometry for ALPIDEs that may readily be applied. In the case of the experiment car-
ried out, bent Cartesian coordinates were used. The geometry was visualized using the
RootInteractive [33] python library, which uses Bokeh [34] for plotting and can be seen in
fig. 2.12.

Figure 2.12: ALPIDE’s “local” detector coor-
dinates compared with global laboratory
rectilinear coordinates as obtained from
measured clusters. Here is local x.

The step of transforming local coordi-
nates to global coordinates is very im-
portant to form tracks so that clusters
on an ALPIDE may be plotted with a
common origin. In order to perform
such a transformation, one must recall
that the local x of our system corre-
sponds to the azimuth about the beam
axis and that the local y corresponds to
the position along the beam axis (albeit
anti-parallel). The radius is presumed
to be fixed for each cylinder due to the
very precise bending of the ALPIDE
chips. As a reminder, the inner barrel
detectors ALPIDE 2 and 3 had a radius
of 18 mm, and the middle barrel detec-
tor ALPIDE 1 had a radius of 24 mm.
The outer barrel detectors ALPIDE 0
and 4 shared a radius of 30 mm. In

order to go from local coordinates to global coordinates, we then have all of the infor-
mation necessary. Clusters were detected in the local detector coordinate system and
extracted using the Corryvreckan framework, which assigned global coordinates to
clusters in addition. Using the following equations, clusters are transformed into the
laboratory frame.

xglobal = R cos(
xlocal

R
) (2.12)

yglobal = −R sin(
xlocal

R
)

zglobal = −ylocal − 7.5 mm

2.4.3 Clustering

The neighboring hits registered on detectors in the same event time frame were clustered
into cluster objects by Corryvreckan. To analyze data outside of the event loader
framework, Corryvreckan was used to convert the .raw files to .txt and combine
neighboring hits into clusters with properties including the number of pixels, local
detector coordinates, and charge, saved as part of an event with any hits detected
synchronously on the other ALPIDEs. All clusters on each ALPIDE at the time of

20



2 Experimental Setup

Figure 2.13: Flow chart of data processing

an event are saved to the event. A convenient feature of Corryvreckan was that it
automatically eliminated hot pixels by cutting out pixels that fire more than fifty times
more compared to the average pixel.

The cluster information was converted into custom-developed event classes defined in
Python and saved to .pkl files for storage, as illustrated in fig. 2.13.

2.5 Tracking

Figure 2.14: Tracking procedure

Figure 2.15: Since no magnetic field was
applied, tracks were constructed using a
linear fit of the hits on each arm. In the case
of the left arm, this is simply a line between
the two functioning detectors

In this section, the procedure of re-
constructing tracks from clusters is dis-
cussed. Since no external field was
applied, tracks were assumed to be
straight and were constructed by fitting
a line to the measured clusters on each
arm, as illustrated in fig. 2.15. Since it is
desirable to have clean events, and there
is ample data, events that had exactly
one cluster on each (functioning) detec-
tor were selected. This simplifies the
tracking procedure because it means
two separate tracks through the same
detector in the same event did not have
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to be sorted out from each other. On the other end of the extreme, events that did not
have less than one cluster on each arm were not used because either there would not be
enough points to form a track or a track could be formed but would not be desirable
because it does not carry information about the quality of the track in the arm. To
quantify the quality of the track, the RMS of the distances between the clusters and the
constructed line was used.

2.5.1 Vertex Reconstruction

Figure 2.16: The vertex point is calculated
as the midpoint of the shortest line that can
be drawn in between the two tracks

The vertex was reconstructed using the
point of closest approach between the
two tracks. The reconstructed vertex is
defined as the midpoint of the short-
est possible line that can be drawn be-
tween two tracks. This can be visual-
ized from the illustration in fig. 2.16.
The reconstructed vertex is shown in
fig. 2.17, which is distinctly recogniz-
able as the target from the test beam (a
3D version of the vertex and its clusters
points, plotted next to an illustration of
the experimental setup is shown in fig. 2.18). The ring around the bottom XY per-
spective of the vertex is the aluminum sample holder. The gradient of vertex points
emanating from the center-right side of the target as seen from the XY perspective is
the beam spot. The DCA distribution is very broad, which is from the misalignment
of the detectors, and from the lack of cuts applied on this data. Alignment will be
discussed in detail in chapter 4, which is dedicated to investigating different alignment
strategies to eliminate the blur of the detectors and by minimizing the DCA of tracks.
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Figure 2.17: Reconstructed vertex from raw data before alignment, as seen from top
(XZ), side (YZ), and front (beam perspective, XY) and DCA distribution.

23



2 Experimental Setup

Beam

(a) Experimental Setup Photo (b) Experimental Setup

(c) 3D plot of reconstructed vertex and clusters that form its tracks

Figure 2.18: 3D Vertex reconstruction with illustration of experimental setup
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3 Cluster Analysis

In this chapter, a comprehensive analysis of the measured clusters will be described
in detail. First, the different cluster sizes seen in a plot without any cuts applied will
be explained, discussing the type of particle detected and the source of it. Next, the
analysis of the effect of different charge collection thresholds on cluster sizes for all
beam energies is examined. Following the charge collection threshold analysis, the
chapter will be closed by discussing cluster size dependence on the angle through the
detector.

3.1 Cluster Size Data for PID

Before applying any cuts on the cluster data, the cluster size distribution at 200 MeV
for all detectors looks like fig. 3.1. One peak is immediately visible for all de-
tectors centered around 15 pixels but spanning 5 to 25 px corresponding to pro-
tons, and a background contribution for smaller cluster sizes is around 3 pixels.
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Figure 3.1: Cluster sizes at 200 MeV and 100e thresh-
old, distribution on all detectors normalized to total
cluster counts.

The former corresponds to δ-
electrons, secondary ionizing
electrons ejected from matter
in the path of the primary
beam. These particles left
much smaller cluster sizes due
to their low energy loss com-
pared to the protons, which
are in the highly ionizing mo-
mentum range. Most of the de-
tected δ’s were absorbed by the
innermost detectors facing the
beam, shielding the outer lay-
ers. This can be observed from
the high small-sized-cluster oc-
cupancy of ALPIDEs 2 and
3 compared to the outermost
layer detectors ALPIDEs 0 and
4 in fig. 3.1, and the overall
higher cluster occupancy for
outer layers in fig. 3.2. With
this distinction, deltas were fil-
tered out of the data later in
the analysis by cutting out smaller clusters.
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The latter, more prominent peak centered about 12-15 px are mainly from the protons
scattered off the fiber target but also has a contribution from the aluminum sample
holder, which has a broad distribution that will be discussed in section 3.1.2. Indeed,
the reconstructed vertices not only included the fiber target but also included collisions
from the beam with the aluminum target holder, air, the plastic mount of the detector,
the detector itself, and delta electrons generated by the beam. Therefore, it is useful
to make geometric cuts on certain regions to compare the cluster size distributions.
The selection of clusters from a region is made by cutting on the vertex formed by the
cluster’s track. As mentioned in chapter 1, the tracked clusters are limited to clusters
from events in which exactly one cluster was measured on each detector to select for
clean events.

3.1.1 Target Region vs. Background Region

ALPIDE 0
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ALPIDE 4
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610×

Total Cluster Occupancy

Figure 3.2: ALPIDE Cluster Occupancy at 200 MeV
beam energy and 100e charge collection threshold.

Before comparing the cluster
size spectrum from different
regions, another step is neces-
sary. One must normalize with
respect to the volume so that
the density of different-sized
clusters can be compared. This
is achieved using the global co-
ordinate system (in mm) de-
fined by eq. (2.12). The target
region volume is restricted to:

x ∈ [−2, 2]

y ∈ [−5, 5]

z ∈ [−20,−17]

The background volume is
bounded by the following:

x ∈ [−4.5, 4.5]

y ∈ [−6, 6]

z ∈ [−23,−15]

Excluding the target region contained. These boundaries are illustrated by the red
boxes surrounding the target region in fig. 3.3. This cleaned data significantly reduces
the first peak caused by delta electrons, as seen in fig. 3.4. The small cluster size’s
relatively large occupation of δ-electrons are much smaller even in the background plots
of this figure when compared with fig. 3.1 because the normalization to volume makes
it look smaller compared to normalization with the area under the plot. δ-electrons still
make up a ∼ 5% share of the clusters. The more significant percentage of deltas in the
non-target region is more important to notice. This is very useful because it means if
the cluster size density distribution in the non-target area is subtracted from the target
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Figure 3.3: Target and Non-Target Vertex Region Normalizations

region, the background will be removed from the fiber target.

Once again, it can be seen that not only the inner detectors but also the middle detector
(ALPIDE 1) carry a larger share of small clusters (<5 px) compared to the outer sensors.
ALPIDE 3 has a larger shifted cluster size distribution due to an error that rendered a
higher charge collection threshold. From fig. 3.4a, one can see that, as expected, most
of the clusters come from the target region, but the distribution of clusters from other
sources can be cut out.
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Figure 3.4: Cluster size distribution before and after the background has been removed
at 200 MeV and 100e charge collection threshold.
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(a) Aluminum target holder (b) Selected Aluminum Region

Figure 3.5: Aluminum sample holder volume where aluminum clusters were selected
from.

3.1.2 Aluminium Target Holder

In addition to the fiber target, the beam scattered off of the aluminum sample (seen in
fig. 3.5) holder and was detected. Obviously, the beam spot was not perfectly centered,
and a small fraction of the particles hit the target holder on the right-hand side, as
shown by the gradient of reconstructed vertex points towards that side of the plot. The
homogenous background is due to reactions in the air. This background was subtracted
(shown in fig. 3.4b) from the data to isolate the fiber target signal the experiment aimed
to observe. Fortunately, selecting both sides of the distribution fig. 3.6b shows the
distribution of cluster sizes over the observed region at different beam energies on the
left and right sides of the beam axis. The number of entries from the right side of the
reconstructed vertex (x > 0) is populated by more clusters overall than the left (x < 0)
side. More importantly, though, the shape of the cluster size distribution demonstrates
that the aluminum sample holder contributes by providing a broader distribution of
particles with lower momentum on the right side of the vertex compared with the left.
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Figure 3.6: Comparison of cluster sizes in aluminum regions and left and right side of
background region

3.2 Electron Collection Threshold

Figure 3.7: The 100e−, 200e−, and 300e− threshold planes against a Gaussian distribu-
tion representing pixel occupancy and e− counts

Before discussing the electron charge collection threshold, it is important to under-
stand how clusters form at different beam energies. Since cluster size is nothing more
than the number of adjacent pixels in the detector that reached the charge collection
threshold during an event, the size depends on the number of electrons liberated in
a region. The number of free electrons is determined by the energy deposited in the
epitaxial layer of silicon, which can be calculated using the relativistic Bethe formula
eq. (Bethe 1932 [35]).

−dT
dx

=
2πNZz2

mev2

[
ln

2mev2Wγ2

Ē2 − β2
]

Bethe 1932 [35]
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Figure 3.8: Bethe-Bloch Curve Through Silicon from
[36]. using the relativistic Bethe formula eq. (Bethe
1932 [35])

where T is the kinetic energy
of the projectile, x is the path
through the stopping medium,
Ē is the average atomic excita-
tion energy of the target, z is
the projectile’s charge (in our
case, it is the proton’s charge
1), and Z is the target’s atomic
number (for silicon, it is 14). N
is the number density of target
atoms. W is the maximum en-
ergy transferred in a collision.
β and γ are the normal rela-
tivistic factors, me is the rest
mass of the electron. This was
plotted for silicon using data
from [36] in fig. 3.8. The light

blue-shaded region highlights the energy of protons scattered from the target. Here,
it can be seen that the energy deposited in silicon decreases with beam energy at the
test beam energies. This indicates that the cluster size should decrease at higher beam
energies, which is what is observed. The electron charge threshold is the amount that
has to be collected for the pixel to send a readout signal. Increasing the charge thresh-
old effectively cuts down the number of pixels sending signals in a region, thereby
shrinking the cluster size, as illustrated in fig. 3.7. The charge collection threshold of

(a) Clusters from normalized background re-
gion at all charge collection thresholds
(120 MeV beam)

(b) Distribution of cluster sizes for different
beam energy settings and a pixel threshold
of 100 e−

Figure 3.9: Comparison of charge collection thresholds and beam energies on cluster
size distributions.
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the ALPIDEs behaved as anticipated. As shown in fig. 3.9a, the cluster sizes decrease
with the electron threshold (the minimum charge required to trigger the pixel is larger;
hence, fewer pixels are triggered, and the cluster size is smaller). Hence, the charge
collection threshold can be used to tune the detector’s sensitivity. The side of the
Bethe-Bloch curve the proton energies were on was such that higher energy protons
interacted less with the detector, which generated less charge as seen in ??. This can
also be seen in the aforementioned figure, where a monotonic decrease with beam
energy is given a fixed threshold. This information is summarized in ??.

Figure 3.10: This plot summarises the threshold and beam energy effects on the cluster
size. As would be expected, the cluster size increases with energy deposited
in the detector and with lower electron collection thresholds

3.3 Cluster Sizes For Tracks at Different Angles Through
Detectors

Table 3.1: Cluster sizes vs. energy deposited in an ALPIDE, (assuming a 45◦ impact)
Mean Proton Energy [MeV] Energy Loss in ALPIDE [keV]* Mean Cluster Size [px]

40 134.84 15.1
60 98.23 13.3
100 67.07 9.9

The path length through the detector did not strongly correlate with cluster size as
shown in fig. 3.11a, which is at first surprising because there is more detector volume
for charge to be generated in. Upon closer inspection, it is realized that the same region
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(a) Effect of path length through
detector on cluster size at
200 MeV and 100e threshold.

(b) Illustration of dif-
ferent path lengths
through detector de-
pending on the an-
gle of incidence.

(c) Proton energy deposition in
silicon as a function of path
length plotted using the Bethe-
Bloch formula for protons of
half the test beam energies.

Figure 3.11: Cluster size sensitivity to track length through detector volume.

that is populated by tracks passing through more material, is also populated by higher
momentum protons, as the higher momentum protons will have smaller angles from
the beam axis, as explained in chapter 2. Higher momentum protons deposit less
energy in the detector volume due to the side of the Bethe-Bloch curve they lie on, as is
seen by the lower energy loss for the higher energy protons plotted in fig. 3.11c. These
two competing effects might explain why it is hard to see a correlation between the
cluster size and the path length through the detector.

32



4 Alignment

To accurately reconstruct particle paths within detectors, precise knowledge of detector
positions is essential for track reconstruction. Traditionally, alignment corrections focus
on the locations where detectors are attached and can move. Detectors are typically
adjusted using rectilinear coordinates due to their flat geometries and alignment
along the rectilinear axis. While second-order effects, like the angle of the mount,
are considered, they usually play a minor role due to the constraints imposed by the
detector’s rigid structure.

However, the introduction of bent geometry alters the alignment considerations. The
mounting is no longer flat, introducing the angle of the mount as a degree of freedom
(DOF). This means detectors can now have angular displacements relative to each
other, a freedom not present in previous geometries. The cylindrical geometry, with
shared barrel mounts, implies that if one barrel is misaligned, the misalignment will be
reflected in all attached detectors.

Additionally, the introduction of bending to the thin chip introduces new challenges.
The bent chip, as seen in the case of µITS, is secured using multiple screws, allowing
for variations in fixing from one edge to the other. This introduces more degrees of
freedom, thereby increasing the complexity of the correction process and potentially
creating more points of failure that need correction.

The alignment was carried out by changing the local x and y coordinates because they
were positioned in failure points of the alignment already. After the initial trial of
alignment using the local coordinates, global coordinates were employed to allow for
rotations about the vertical access of the barrel, as the assembly of the µITS barrels were
attached and could be at an angle of O(0.1◦), expected to have a minor effect compared
with the azimuth, which could rotate more discretely.

The alignments were applied to all detectors separately by modifying the coordinates
of all clusters in the detector being shifted by a given shift. Next, the event tracks were
formed (using single cluster events as detailed in chapter 2) on the shifted system, and
then the distance of the closest approach (DCA) between the tracks was compared.
Since the two tracks come from a single point (where the initial beam particle struck
the target), assuming the particles do not interact between the target and the detectors,
the two tracks should be traced back to that same point. However, this ideal scenario
is limited due to multiple scattering reactions of the protons. The interaction of the
particles with the detectors themselves, the target fibers, and the air all result in multiple
scattering. The cross-section and scattering angles are small, so the effect is not very
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large but still imposes a lower bound on how small the DCA can be.

4.1 Simulation of Tracks

(a) Simulated Multiple Scattering of Two
Events (exaggerated scattering angles by
a factor of 1000 for visualization)

(b) Simulated multiple scattering between
fibers with full statistics and real scatter-
ing angle. The colors of the track represent
which fiber the track passed through or the
intersection with the detector in the case of
orange tracks.

Figure 4.1: Simulated multiple scattering figures drawing tracks

A track simulation was crucial to anticipate the expected outcomes in an optimally
aligned scenario. Establishing an objective for alignment procedures, was important to
qualify the alignments against an ideal model. Critical investigations, such as the blur
of target fibers, the optimal achievable DCA considering multiple scattering effects,
and the relative impact of scattering off target fibers compared to the detectors, were
effectively addressed through the analysis of simulated tracks.

The smallest DCA was calculated as 11 µm in a perfectly aligned detector system
scenario using simulation. This was the mean value, instead of the median, taken as
there is no tail to cut off the simulated data. The simulated results are shown in fig. 4.2.
The energy transferred to silicone with protons at the high energies used is low (for
protons of kinetic energies 40 MeV, 60 MeV, and 100 MeV, the highest expected energy
fraction transferred was 0.34%). The scattering angle for 100 MeV protons and radiation
length can be seen in table 4.1. The scattering angles in table 4.1 were calculated using
eq. (Highland 1975 [37]), where p is the proton’s momentum and β is the ratio of the
proton’s velocity to c (in the 100 MeV proton case p =446.28 MeV/c and β = 0.429529).
L is the distance traveled through the scattering medium, and LR is the radiation length
(mean distance through the material for an electron to travel and lose 1/e of its energy)
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Material Radiation Length (X0) Scattering Angle
Silicon 9.370 cm 1.08 mrad

Polypropylene 49.47 cm 0.617 mrad
Air at 1 atm 3.039 × 104 cm 0.406 mrad

Table 4.1: Scattering Angles for 100 MeV Protons and Radiation Length Values for
Different Materials for Their Path Length in the Experiment (radiation length
values taken from [38])

of the material.

θ =
14.1 MeV

pβ

√
L

LR

(
1 +

1
9

log10

(
L

LR

))
Highland 1975 [37]

4.1.1 Distance of Closest Approach Lower Bound

The DCA lower bounds were calculated by randomly generating tracks from the fiber
targets at the opening angle for the given beam energy with random azimuth. Each
time the track intersected with a detector layer, a vector at a randomly chosen scattering
angle from a Gaussian distribution about the scattering angle, with a random azimuth
about the track, was added to the track from the intersection onward. If the line missed
the detector, it was excluded from the data just like the single cluster event cuts made
on the real experimental data. The simulated intersections with the detectors were
then used to generate new tracks that fit the intersections, and then the DCA between
the two tracks was calculated. This procedure is illustrated in fig. 4.1 using 50,000
events. The intersection with the simulated middle detector in the right arm, although
it existed in the simulation and simulated multiple scattering, was not used to generate
data for intersection points used in track reconstruction to match the broken detector
in the experimental data.
Moving the detectors to select the smallest DCA should align the detector system.
Additionally, one would expect the root mean squared distance (the average radius of
cluster positions between tracks) to be minimal in an aligned system. Unfortunately,
this could only be done for the right arm (because the right arm’s middle detector was
broken.
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Figure 4.2: Vertex reconstruction including multiple scattering in the target and detector
material.

4.2 Cuts Applied on Experimental Data

For alignment, it is of utmost importance that the tracks are from a clean sample of
proton tracks with minimal background. Thanks to the ample data supply from the
test beam, it is possible to apply very hard cuts, which would not be possible if the
data set was small.

The data had to be selected carefully to simplify the analysis. As motivated by the
investigation conducted in chapter 3, a cluster size cut between 7 px and 20 px was
applied. The root mean square distance of the clusters in the right track to the tracks
themselves was bounded by <2 mm. Cuts on the vertex were also made. The DCA of
the tracks traced by the detectors should be near where the fiber target was expected to
be, usually within less than 2 mm of the target. An additional constraint to selecting the
protons from the fiber target was based on the opening angle of the outgoing particles,
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typically between 85◦ and 90◦.

The events with reconstructed vertices lying near the expected target position are used
to exclude particles striking from the aluminum housing of the target fibers. This was
done by selecting the region that appeared to be the fibers when the reconstructed
tracks formed a vertex region.

Since elastic proton-proton collisions were selected, the opening angle evaluated
from the tracks was used to cut out events that did not resemble p-p collisions at a
given beam energy.

Additional cuts were made to cut out the plastic region as shown in fig. 2.11d; the
detectors were taped to limit tracks significantly affected by multiple scattering.

In fig. 4.3, one can see a reconstructed vertex without any alignment applied. One
would expect the vertex to be sharper and not distorted as it is now if it were not for
misalignment.

4.3 Alignment Strategies

One of the challenges of bent detectors is the novelty of aligning an angular geometry.
Previously, the ITS was aligned using a flat geometry with mainly Cartesian degrees of
freedom. The vertex and DCA distributions, as well as the coordinate shifts of all of
the alignments described in this section which are not already plotted can be found in
chapter 8.
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Figure 4.3: Reconstructed vertex without any alignment applied

4.3.1 Kinematic Constraint Alignment

Kinematic alignment works in the case of the setup used here, thanks to the convenient
property of elastic scattering lying in the same plane. Conservation of momentum forces
the momentum of the system to have zero momentum transverse to the beam since,
initially, all the momentum was along the beam axis of the projectile proton. These
collision planes can be drawn from any selection of ALPIDEs with at least one detector
on each arm. The out-of-plane detectors’ average displacement from the plane can then
be calculated, corresponding to the beam axis’s azimuth since it is orthogonal to any
event plane formed due to the kinematic constraint. The broadness of the distribution
corresponds to the displacement from the beam axis. In fig. 4.4, the displacement
of detectors from all reaction planes can be seen. The detectors forming the plane
are lines marking the zero while the remaining two detectors’ positive or negative
azimuthal displacement (in mm related by local-x = rϕ as mentioned in chapter 2) is
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Figure 4.4: Displacement of measured clusters against event planes constructed from
different groupings of ALPIDEs. The in-plane detectors are lines at zero for
reference, the remaining two detectors form a two-dimensional distribution.
Since the beam axis is mostly in the plane, the plot strongly correlates with
the local x alignment and is mainly correlated with local y in the width of
the distribution.

marked by their displacement from zero. The width of the distribution corresponds to
other sources of misalignment or deviation from perfect elastic scattering (effects from
multiple scattering could be to blame for example). The kinematic plane displacement
results for the aligned scenario can be found in chapter 8.

4.3.2 Single Detector Bisection Alignment

A general alignment that does not depend on kinematic constraints is needed for the
planned ITS3. Therefore, an approach was taken where an observable that depends on
the alignment quality is minimized by exploring the possible geometric configurations.
In the case of this algorithm, the DCA, which, if the alignment is perfected, should
converge to the limit imposed by random multiple scatterings, was used. The algorithm
developed here moves the individual detectors around and evaluates the DCA in
search of better-performing configurations. The algorithm uses a bisection approach to
avoid having to probe the entire space of possible detector positions. Through many
iterations, the position of individual ALPIDEs within the laboratory was shifted along
the detector coordinates (azimuthal rotation and translation along the beam axis). The
following algorithm carried out the shift: given the local-x and local-y intervals and the
number of iterations to be carried out as parameters, the median DCA was minimized.
The median (as opposed to the mean) was chosen because a “tail” may partly originate
from non-p-p elastic scattering events in the distribution that skews the mean value. In
the first iteration, the algorithm would calculate the median DCA for the “corners” of
the configuration (these being a rectangle formed by the outermost coordinates in the x
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and y range). In the following iteration, a new rectangle is formed by the middle point
of the corners from the last round, and the lowest median DCA configuration is found
from those explored in the previous iteration. This effectively slices the space explored
in half each round, zooming in on a region with the smallest median DCA value.

This algorithm relies on a two of assumptions:

• The minimal median DCA should be a reliable proxy measurement of alignment.

• The algorithm relies on the median DCAs in the configuration space being
monotonic towards the global minimum median DCA, or else the configuration
could converge on a local minimum. This approach should still converge to a
global minimum regardless of starting configurations as the DCA is expected to
be convexly correlated with the detector position.

This algorithm was carried out one detector at a time. After each detector was aligned,
it was found that the whole system would get stuck in a local minimum and that a
more promising approach would be to explore a wider range of configurations.

4.3.3 Multiple Detector Bisection Alignment

To explore a broader range of configurations, each detector was simultaneously shifted.
This yielded much better results than the single detector alignment but with a much
longer computing time. Shifting all five detectors simultaneously did not converge
on an alignment. Instead, an anchor detector had to be chosen to converge on a
configuration. In this particular case, eight dimensions are shifted to minimize the
median DCA value. After setting the search range so that it would arrive near the
ALPIDEs 1 and 2 to the values found using the kinematic constraint alignment, the
configuration converged to the values shown in section 8.2 and section 8.2, where
the vertex can be seen in fig. 4.5. The algorithm was parallelized by running one
configuration on each core. In the case of the quad-core parallelization used, it took
∼2 hours to complete the ten-dimensional alignment and ∼45 minutes to complete the
eight-dimensional alignment.
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Figure 4.5: Reconstructed vertex using an eight-dimensional alignment strategy
(ALPIDE 0 held fixed, with ALPIDE 1 and 2 starting ranges restricted
to the neighborhood of kinematic constraint found shift values).
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Barrel Twist

Figure 4.6: Left-Right Barrel Rotation Degree of Freedom

After having aligned the detectors along the beam axis, and about the azimuth,
the next degree of freedom to be corrected was the twist of the barrel. This was
accomplished by providing a third degree of freedom for each detector: a rotation
about the chip’s vertical (polar) axis. This rotation can be visualized by the twist of the
inner barrel detectors in fig. 4.6. One would expect that the barrels could be misaligned
by a left-right or top-bottom skewing of the barrel, so ALPIDEs on opposite sides of
the same barrel should converge on the same angular displacement. This degree of
freedom was applied both on top of the results from the bisection alignment and as a
separate degree of freedom such that each detector had three degrees (along the beam
axis, azimathally, and polar). Since in both cases, the angles found were almost zero
(0.06◦) at most, it was observed that this barrel twist was not observed in the setup, and
the holding structure ensures the barrels are parallel.
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5 Physics Performance

This chapter compares the alignment results at different energies, the change of the
opening angle after alignment, and plots energy correlation recorded with CALIFA
scintillator.

5.1 Alignment Results
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Figure 5.1: Vertex DCA for alignment applied to all tested beam energies

Using the highest quality alignment applied to the beam energies tested, a histogram
of the distribution of DCAs was plotted in fig. 5.1. It can be seen that as the beam
energies decrease, the width of the distribution increases. This is explained by the
momentum’s effect on the proton’s scattering angle through matter. Momentum is
inversely proportional to the scattering angle according to eq. (Highland 1975 [37]),
used in the multiple scattering simulations. It seems very likely that the DCA limit of
∼55 µm is fundamentally due to multiple scattering. If the air were included in the
scattering simulation, perhaps the mean DCA, too, would have been close to 50 µm.

5.2 Opening Angles Compared with Simulation

The opening angle plotted in chapter 2 was smaller than the expectation. It is assumed
that this is at least partially due to the remaining misalignment of the detectors. In
fig. 5.2, the opening angles did improve as the distributions for all three beam energies
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overlap better when applying the alignment from the eight-dimensional bisection
approach, found in chapter 4 applied.
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Figure 5.2: Plots of experimental opening angles against simulated expectation for p-p
elastic scattering for the three beam energies energies
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6 Conclusion

After a test beam run and analysis of the results, the bent ALPIDE chips have been
successfully qualified and trial many different alignment methods have been developed
and examined. The first section will summarize the cluster analysis results, including
the cluster size correlation with beam energy and charge threshold, and the effect of
path through silicon on the cluster size. Following, the results of the alignment strategy
are summarized.

6.1 Cluster Analysis Results

The clusterizing behavior in bent silicon did not bring about any undesirable surprises.
The angle of incidence through the detector did not correlate with the cluster sizes.
Increasing the charge collection threshold had its intended effect of reducing the cluster
size and suggests the threshold’s function of limiting background will not be impeded
by any new challenge brought about by the bent geometry of the chips. Furthermore,
while there was a correlation between the mean proton momentum, and cluster size as
was expected by the Bethe-Bloch equation, the distribution of cluster sizes was rather
broad and suggests that the usage of cluster size for PID or to calculate momentum is
rather limited.

6.2 Alignment Results

The detector was aligned with success mostly. Track DCA improved more than an
order of magnitude after alignment, where it went from about 840 µm to 50 µm, which
is close to the limit imposed by multiple scattering, as simulated to be of at least
11 µm, and would increase if air scattering were implemented. From the DCA plots
of the alignment applied to different beam energies, it would seem that the DCA is
limited by the multiple scattering. The higher the momentum, the lower the multiple
scattering angle for protons in the energy regime used. The linear relationship between
momentum and DCA, implies that the physical limit on DCA calculation due to
multiple scattering is not far off the 50 µm value achieved. In addition, the opening
angle improved slightly when the alignment was applied. It is possible that the
difference in opening angle distribution is influenced by factors other than alignment,
such as quasi-free scattering with carbon.

As summarized in table 6.1, the DCA values converged for multiple different strategies,
but ultimately the most promising strategy tested was the eight-dimensional bisection
algorithm, in which each detector was shifted with respect to each other detector (except
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for one stationary anchor detector) azimuthally about the beam axis, and translationally
along the beam axis. Introducing a degree of freedom in which the detector was
allowed to rotate about the vertical axis, but did not improve improve DCA. It can be
inferred that the technique to assemble the barrels in the µITS3 was very successful. The
twelve-dimensional alignment (simultaneous eight-dimensional bisection with polar
rotation) consumed significantly more computing power to yield results that did not
noticeably improve from the eight-dimensional bisection alignment.

Method ⟨DCA ⟩ / [µm] Median DCA / [µm] ⟨θOpening⟩ / [◦] Time / [Hrs.]
No Alignment 835.251 832.128 86.56252 -
Kinematic Constraint 55.7 72.9 86.57 10−3

Single Detector 61.744 79.832 83.5395 0.1
8D A-0 Anchor 54.178 72.821 86.58901 0.7
8D A-1 Anchor 55.155 72.809 86.11674 0.7
8D Twist A-0 Anchor 54.474 72.797 86.59037 0.9
8D Twist A-1 Anchor 54.989 72.808 86.12204 0.9
12D Twist 54.965 72.276 86.5885 10
Machine Learning1 868.105 867.526 84.32139 10

Table 6.1: Table of alignment results using the hardest cuts detailed in chapter 4, for
different alignment strategies used, the data to reach the values used in this
table come from a 200 MeV data file, so the opening angle should be ideally
87.08◦. As mentioned in chapter 5, the higher energy beam provides cleaner
tracks, so naturally, it was chosen to evaluate the quality.

1Machine learning is only discussed in the outlook
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7 Outlook

This chapter discusses work that could be carried out to close results further. Machine
Learning Alignment might be used for the future ITS “IRIS” after ITS3, and Millipede
alignment, the current alignment algorithm used for ITS2. Additions that can be
implemented into the multiple scattering algorithm are also elaborated on.

7.1 Multiple Scattering with Air

The DCA limit was not calculated in as much detail as it should be. Multiple scattering
with air is expected to play about as much of a role as silicon, which affects the
scattering angle two orders of magnitude more than multiple scatterings on the target
fiber. It is likely this is why the different alignment approaches could not be improved
beyond 50 µm DCA and implied by the experimental results of the lower momentum
(more scattered) beam energies’ DCA values under the same alignment configuration.

7.2 Millipede Alignment

Millipede alignment, the current alignment method used in ITS2, is an algorithm im-
plemented in Corryvreckan that uses linear least squares to determine local and global
parameters ranging from ∼ 103 − 104s. Local parameters correspond to individual
tracks, such as slope or curvature, whereas global parameters correspond to system
alignment. Millipede alignment takes ∼ 103 − 106 events and fits them simultaneously.
For implementation into ITS3, it would need to be modified to handle bent geometries
and thus was not used in this analysis conducted here. It would be interesting to run it
on the test beam data to compare the performance with the developed algorithms with
the current approach.

7.3 Machine Learning Alignment

Using the simulation mentioned in chapter 1 as input, a Neural Network (NN) based
machine learning algorithm was also developed as an alternative alignment method.
This approach is especially promising for bent detectors as it can easily be generalized
to handle complicated degrees of freedom, such as the sensor not being perfectly
cylindrical after bending. Furthermore, such an approach, if shown to be as accurate
as other methods, can be crucial for detectors where the alignment is expected to
change over time, necessitating repetitive execution of the alignment procedure. This is
because, once the network is fully trained, the actual inference of the misalignment in
the recorded data is very fast and computationally trivial.
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7 Outlook

An initial NN for determining the feasibility of such an approach was created within
the TensorFlow framework. It features two hidden layers each featuring 50 nodes, and
is used to predict the misalignment in a given dataset. The network has access only
to the measured cluster positions in the local ALPIDE coordinate system and thus
does not know about the used experimental geometry. During training the network
is provided with abundant simulated data with introduced misalignments, where the
goal is to minimize the difference between predicted misalignment from the actually
applied misalignment. For the initial tests, only a misalignment in translational and
rotational degrees of freedom was implemented in the simulation (as discussed in
4). During training with simulation, the performance of the NN was also judged by
comparing reconstructed vertex positions to the simulation truth. In those tests, it was
observed that the NN can restore the vertexing resolution down to a couple of micron
levels, even in extreme test cases where all ALPIDEs were significantly (up to 1 mm)
misaligned in all directions.

With this, the network was given real measured data and was used to predict the
misalignment. The vertex and DCA distributions after applying an according correction
are shown in 7.1. It can be observed that the sharpness of the target (in terms of
vertex placement and DCA) could be improved compared to the no alignment case.
However, it is not as good as what was possible to achieve using the other methods
described in 4. The conducted tests successfully demonstrate the viability of a machine
learning-based approach to detector alignment. Significant improvements are expected
for future implementations of the neural network by improving the geometry used
in the simulation and training longer with more input data. This effort is currently
ongoing and more robust versions of this method are hoped to be obtained soon.
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Figure 7.1: Machine Learning Alignment Result
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8 Appendix

This chapter includes additional results figures mentioned but not in the main text. Here,
there are figures of opening angles at 80 MeV and 120 MeV, tables of the coordinate
shifts arrived at for the various alignment strategies, plots of reconstructed vertexes for
different alignment strategies, and the vertex of the cleanest tracks used for alignment
trials.

8.1 Opening Angle Plots

Here opening angle simulation results for proton beam energies of 200 MeV, 120 MeV,
and 80 MeV are shown for p-p elastic and quasi-free scattering of p(12C, 11B) 2 p are
shown alongside experimental results. As can be seen from the simulation in fig. 8.1, the
opening angle distribution for quasi-free scattering is far broader than the p-p elastic
scattering and spans the entire range from 0◦ to 180◦. The ALPIDE detectors spanned
only from 40◦ to 50◦ from the beam axis, corresponding to minimum and maximum
measurable opening angles of 80◦ − 100◦. During the second weekend of test beams,
the target was shifted away from the detector to accommodate the smaller opening
angle originally expected to be observed. The quasi-free scattering opening angle was
calculated without accounting for the contribution from the internal momentum of
the target nucleon, which significantly contributes to the scattering angle such that the
entire spectrum becomes diffuse, as seen in fig. 8.1. The sharp peak corresponds to
the elastic p-p scattering, while the broad spectrum corresponds to the p(12C, 11B) 2 p
channel.
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(a) Simulated 120 MeV Opening
Angle Distribution

(b) Simulated 80 MeV Opening
Angle Distribution
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(c) Opening angles from experimental data when the target was shifted into the position where
quasi-free scattering was initially expected.

Figure 8.1: Simulated distribution of opening angles at test beam energies, includ-
ing quasi-free scattering and elastic scattering reaction channels at 80 MeV
and 120 MeV[provided by T. Jenegger] (top) compared with experimental
opening angle data (bottom)

8.2 Obtained Displacements

This section contains the determined displacements by different alignment strategies.
Although the alignments do not have the same transformation value, it does not
necessarily mean that the alignments position the detectors differently with respect to
one another. Different detectors were held in place (anchored) for the alignment of the
system. Since the remaining detectors moved with respect to the anchor detector, the
resulting transformations of the system are relative to the anchor detector. However,
they may still, in fact, be in the same configuration. Thus, it should be noted that
for an exact comparison of the obtained values one would need to correct for global
transformations.

In addition to the alignment configuration results, this section contains vertex and DCA
plots of the alignments not already presented in chapter 4 or chapter 7.
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Local-x Displacement / [µm] A 0 A 1 A 2 A 3 A 4
No Alignment 0 0 0 0 0
Kinematic Constraint 0 1100 200 0 0
Single Detector 0 1030 0 188 0
8 Dimension A-0 Anchor 0 1105 191 9.38 4.69
8 Dim Twist A-0 Anchor “” “” “” “” “”
8 Dimension A-1 Anchor 0 1100 200 0 0
8 Dim Twist A-1 Anchor “” “” “” “” “”
12 Dim Twist 0 1110 199 1.17 9.38
Machine Learning 200 -743 816 -103 -422

Table 8.1: Local x Alignments

Local-y Displacement / [µm] A 0 A 1 A 2 A 3 A 4
No Alignment 0 0 0 0 0
Kinematic Constraint 0 0 0 0 0
Single Detector -1000 -969 156 188 -31.3
8 Dimension A-0 Anchor 0 14.7 4.69 -4.69 8.79
8 Dim Twist A-0 Anchor “” “” “” “” “”
8 Dimension A-1 Anchor -0.586 14.9 0 -3.52 -210
8 Dim Twist A-1 Anchor “” “” “” “” “”
12 Dim Twist 0 36.9 0.293 -0.293 0.293
Machine Learning 897 898 963 -313 -1320

Table 8.2: Local y Alignments

Barrel Twists / [◦×10−3] A 0 A 1 A 2 A 3 A 4
8 Dim Twist A-0 Anchor 0 0 0 -140 0
8 Dim Twist A-1 Anchor 0.0547 0 31.2 1.40 62.5
12 Dim Twist 0 531 -0.977 -31.3 0.0303

Table 8.3: Polar Rotational Alignments (about vertical axis)
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Kinematic Plane Displacement / µm A 0 A 1 A 2 A 3 A 4 ⟨A⟩
No Alignment -4390 4030 192 870 -1460 2190
Kinematic Constraint -93.6 106.57 -6.4 45.20 -76.4 65.66
Single Detector -31.9 52.87 -7.7 29.24 -47.9 33.94
8 Dimension A-0 Anchor -59.4 67.64 -4.0 28.43 -47.6 41.43
8 Dim Twist A-0 -59.4 67.64 -4.0 28.43 -47.6 41.43
8 Dimension A-1 Anchor -78.2 86.46 -4.1 35.28 -59.7 52.77
8 Dim Twist A-1 -78.2 86.46 -4.1 35.28 -59.7 52.77
12 Dim Twist -61.8 63.36 -0.8 21.39 -35.9 36.68
Machine Learning -791 -1240 1030 -2370 3980 1880

Table 8.4: Table of average kinematic displacements for each detector on the planes
formed by each combination of detector planes. The final column is the
average of the displacements of all ALPIDEs in an alignment configuration.
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Figure 8.2: Cluster distance to planes after alignment have moved such that they are
centered at zero compared to the initial displacement of detectors from the
kinematic plane
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8.3 Vertex Distributions
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Figure 8.3: Reconstructed vertex of very clean data used to evaluate alignment strategies
(without any alignment applied). Only 616 events remained after the cuts.
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Figure 8.4: Reconstructed vertex using the kinematic constraint alignment by eye. This
was essentially an instantaneous result that aligned the system very simply
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Figure 8.5: Alignment trial from one at a time detector bisection alignment
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Figure 8.6: Reconstructed vertex using an eight-dimensional alignment strategy and
different anchor detector (ALPIDE 1 held fixed, with ALPIDE 1 and 2
starting ranges restricted to the neighborhood of kinematic constraint found
shift values). Results comparable to the alignment using ALPIDE 0 as an
anchor that was plotted in chapter 4.
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Figure 8.7: Alignment trial of barrel twist alignment, prealigned using the multiple
detector bisection alignment (A-0 Fixed). The takeaway from this is that the
barrels were already well-aligned and fixed securely.

59



8 Appendix

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
x-Position [mm]

20.5−
20−

19.5−
19−

18.5−
18−

17.5−
17−

16.5−

z-
Po

si
tio

n 
[m

m
] XZ Vertex

3− 2− 1− 0 1 2 3
y-Position [mm]

20.5−
20−

19.5−
19−

18.5−
18−

17.5−
17−

16.5−

z-
Po

si
tio

n 
[m

m
] YZ Vertex

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
x-Position [mm]

3−
2−
1−
0

1

2

3

y-
Po

si
tio

n 
[m

m
] XY Vertex

0 50 100 150 200
m]µDCA [

0

20

40

60

80

100

120

C
ou

nt

mµMean DCA = 72.8 
mµMedian DCA = 55.0 

Vertex DCA

Figure 8.8: Alignment trial of barrel twist alignment, prealigned using the multiple
detector bisection alignment (A1 Fixed)
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Figure 8.9: Alignment vertex with ALPIDE 0 constant, and simultaneous three di-
mensions free for each detector (local x, local y, and barrel twist). This
consumed much more computing power to yield the same results as the
eight-dimensional bisection.
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