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Abstract

The goal of this work is to study momentum correlations between pairs of same charge pions. In
particular these correlations are interpreted via the formalism of femtoscopy, which is a powerful tool,
linking the properties of the correlation function in momentum space to the interaction as well as the
emission source of the particle pair in question. While the particle emission source has already been
studied for charged pions, this work aims to elaborate on the influence of strongly decaying resonances
and the resulting modifications to the source distribution.

Recent advances in the field allow via a Monte Carlo procedure to account for the first time for strongly
decaying resonances in a quantitative manner, instead of using a phenomenological motivated source
distribution. The approach was already successfully employed in a number of studies, unveiling the
bare spatial extension of the particle emitting source, without the increase in size due to particles
stemming from the decay of resonances. It was shown in dedicated source studies, conducted on p–p
and p–Λ correlations, that baryons, after accounting for the particle specific resonances, share a common
emission source, which scales with the average transverse mass mT of the particle pair. In this work the
hypothesis for a universal particles is tested by applying the same method to the meson sector.

In order to achieve this, the correlation function of same charge pions is extracted from pp collisions
taken at center of mass energies of

√
s = 13 TeV by the ALICE experiment during the Run2 campaign.

In the following the extension of the particle emitting source is estimated, differentially as a function
of mT, using the correlations in conjunction with a dedicated source model. The modifications due to
strongly decaying resonances are studied quantitatively for the first time for pions, leading to better
understanding how resonances of different lifetimes transform the source. Finally the resulting mT

scaling of the radii for the charged pion source functions are compared to the results obtained in the
baryon sector and are found to be compatible in the case of comparable particle multiplicities.

The findings of this study support the case of a universal particle source regardless if the particle in
question is a meson or a baryon and therefore contribute to the current understanding of hadronization.
Further the found space momentum correlations can help to refine transport models, which to this day
often neglect the space coordinates during the particle production. Eventually the results of this study
may also be used studying more complicated pairings including charged pions, as the source is with this
study quantified.
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Chapter 1

Introduction

The strong interaction is governed by the theory of quantum chromodynamics (QCD). One of the most
intriguing properties of QCD is the running coupling constant αs shown in the left panel of Fig. 1.1.
Depending on the momentum transfer Q of the interaction two interesting regions, namely confinement
and asymptotic freedom, are predicted by the theory. As the momentum is the conjugate variable of
space, the momentum transfer is inversely connected to the distances probed during the interaction. For
very small Q, meaning large distances, the value of αs grows, hence indicating the region of confinement,
with the direct consequence that particles carrying the non-abelian color charges of the SU(3) algebra
cannot be separated by arbitrarily large distances. Due to this fact in most cases it is more convenient
to work within the framework of effective field theories with effective degrees of freedom, e.g. hadrons
instead of quark and gluon fields, which mediate the strong interaction. Hadrons are composite objects
and can be classified according to their valence quark flavor content. Baryons (e.g. proton, neutron)
refer to a bound system of three valence quarks while mesons are build from a pair of a valence quark and
a valence anti-quark (e.g π+, φ). In the case of large Q, meaning small distances, asymptotic freedom is
predicted as αs tends to small values. Here it is expected that the confined quarks and gluons dissolve
into a so called quark-gluon plasma (QGP). Finally it should be noted that in the regime of small
Q, as αs grows, perturbation theory breaks down and calculations usually are performed within the
framework of lattice QCD. The advantage of the finite lattice size is the introduction of a cut-off energy,
albeit for this reason predictions for light particles require huge computational resources and have to
this date not reached a satisfactory precision.

In order to study the properties of the QGP heavy-ion collisions (HIC) at large scale accelerator facilities
like the large hadron collider (LHC) or relativistic heavy-Ion collider (RHIC) are employed. A sketch
of the phase-diagram of QCD matter is shown in the right panel of Fig. 1.1, and several experiments as
well as the phase-space probed are marked. Depending on the collision energy, a different section of the
phase-space is probed. Due to the approximately equal amount of matter and anti-matter produced in
high energy collisions, the experiments at the LHC probe the region of small chemical potentials µB
and large temperature T . By contrast, low energy experiments can be used to probe large chemical
potentials at lower temperatures. The results of these studies indicate that the QGP behaves like an
ideal liquid, with a shear-viscosity close to the lowest theoretical bound [3]. This discovery encouraged
the use of hydrodynamics in order to describe key properties of the system. Indeed in HIC several
collective effects are observed and thought to arise from collective behavior during the QGP phase of
the collision, which translates to momentum correlations between final state particles [4]. One example
of a collective phenomenon is flow, which studies the momentum distribution of particles in the plane
transverse to the beam axis. Another QCD related collective effect, is the creation of highly collimated
streams of hadrons, called jets. A jet originates from a highly virtual quark or gluon, produced in a
hard scattering, which branches into several different less virtual quarks and gluons, leading to a shower
of quarks and gluons. Eventually, since confinement does not allow for free quarks and gluons to be
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Figure 1.1: Left : World data of the strong coupling constant αs taken from [1]. Right : Schematic depic-
tion phase-diagram of QCD matter, the phase-space probed by several different large scale experiments
is indicated [2].

present in the final state, the partons inside the shower will form hadrons. Thus, all hadrons produced
from a common parton will be strongly correlated.

In between the QGP phase and the detection of the final state particles hadronisation, the process by
which hadrons are formed from previously free quarks and gluons, must occur. It is important to note
that while the hadro-chemistry is fixed on-wards from the point of hadronisation, the momenta of the
produced particles can still be modified by final-state interactions and re-scatterings. Although the
details of hadronisation are not yet fully understood, it is instructive to think of a 4D hypersurface,
expanding with time, from which hadrons are emitted. In the context of HIC, this process is linked to
the nature of the QGP. Within this picture the hypersurface of hadronisation characterizes the particle
emission and carries the imprint of the collective behavior from the QGP phase. Hence it is expected to
find signatures of collectivity in the emission source. In order to investigate the source femtoscopy was
developed, which strives to realize measurements of momentum correlations between pairs of particles.
The main paradigm becomes clear by inspecting the most important femtoscopic relation, given by the
Koonin-Pratt equation

C(k∗) =

∫
d3r∗S(r∗)|ψ(r∗, k∗)|2. (1.1)

The particle emitting source S(r∗) contains the full information about the relative distances at which
particles are emitted from the hadronisation hypersurface and hence is sensitive to collective effects
during the QGP phase. The relative wave-function of the pair ψ(r∗, k∗) obeys the Schrödinger equation.
Therefore analyzing pairs for which ψ(r∗, k∗) is known, gives the opportunity to study details about the
particle emitting source. From calculations within hydrodynamic models a scaling behavior for the size
of the source as a function of either the average transverse momentum of a pair kT

1 or the transverse

1The average transverse momentum of a pair of particles is denoted by kT = 1
2
|pT1 + pT2|, where pTi is the transverse

momentum of particle i.
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mass mT
2 is expected. Indeed the measurements carried out so far by the ATLAS [5], CMS [6] and

ALICE [7] collaborations provide evidence of this scaling.

Unlike the studies regarding the source in large systems, such as in Pb–Pb collisions, the study of the
source in small systems, namely in pp collisions, is far from being completed. Differences between the
two are expected, since in small systems no QGP should be formed. Nevertheless, a hypersurface can
still be used to characterize the emission. In these analyses most often a Gaussian emission profile is
assumed, however other shapes such as Cauchy or Levy stable distributions are also tested. Moreover,
the smaller scale of the collision system leads to the fact that the emission hypersurface coincides with
the hadronization (chemical freezeout), as a re-scattering phase does not occur. Further, in high energy
collisions the production of hadrons is likely to be dominated by hard QCD scattering processes, which
should be independent on the type of quarks involved. These considerations can be used to assume
that there is a common emission for all hadrons, a hypothesis that was verified for protons, Λ [8] and
most recently kaons [9, 10]. In the present work this hypothesis will be further investigated for mesons.
Following the central equation of femtoscopy Eq. (1.1), fixing the particle emitting source from one pair
of known interaction allows to test different relative wave-functions for another pair. Hence this method
provides for a direct access to study the interaction between particles. This approach was successfully
applied to a wide array of particle pairs, e.g. p–Λ, Λ–Λ, p–Σ0, p–K±, p–Ξ, p–Ω, p–φ [8, 11–13], and
for every analysis the source was benchmarked with the help of the well-constrained p–p correlation
function [8]. Additionally, like in the case of HIC, the mT scaling of the source was also observed in pp
collisions. Further, measurements of flow observables [14, 15] and enhanced strangeness production [16,
17], signatures previously attributed to collective behavior in HIC, have been found in pp collisions,
posing the question of the existence of collectivity in small systems.

The goal of this work is to study the source for same charge pion correlation functions in pp collisions.
Unlike in the case of baryon pairs the analysis of meson pairs is hampered by the presence of an additional
source of background, namely, mini-jets, in which the momentum correlations between mesons produced
within the same jet cone lie below the femtoscopy signal. As both mesons within the jet are already
highly collimated, when they are produced, the femtoscopic signal is contaminated and a procedure is
needed in order to suppress contributions from such events. The »jettyness« of an event can be estimated
with an event shape observable, the so-called sphericity, which measures the anisotropy of the particle
momenta in the transverse plane (see sec. 3.1). Alternatively the underlying event topology can be
studied with the help of Monte Carlo event generators where no femtoscopic signal is present. For this
work both approaches will be used. Another challenging part of the analysis is the assessment of charged
pions stemming from decays of short lived (cτres < 5 fm) resonances. A resonance will decay according
to the well known exponential law and hence propagate a certain distance from the hadronisation
hypersurface, effectively enlargening the source size. This effect is most pronounced for resonances with
a decay length that is on the order of the size of the particle emitting source. Hence the expectation
is that the source can be accurately modeled by assuming a Gaussian distribution, which is folded
with the exponential decay functions of the contributing resonances [8]. Till now the non-gaussianity
of the source for charged pion correlations has always been accounted for by using either a Cauchy or
Levy stable distribution and results employing these are available for the CMS [18], LHCb [19] and
ATLAS [20] collaborations. Nevertheless, with this approach the source is modelled only effectively,
without a quantitative description of the underlying physics.

The motivation for this work is to study the hypothesis that the primordial source is Gaussian and
common to all hadrons, mesons and baryons alike. The first quantitative study of the modification of

2The transverse mass mT is calculated according to mT =
√
k2T +m2 where m is the average mass of the particle pair.
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Chapter 1 Introduction

the emission source due to the effect of resonances feeding to charged pions will be presented. The
existing results on the topic of a common emission in small systems are only gathered by studying
baryon-baryon pairs, hence probing particles with large transverse masses. The present study extends
to the mesonic sector, accessing the low mT region. The final results are presented for different particle
multiplicities.

1.1 Correlation functions

1.1.1 Overview of femtoscopy

Originally the technique was introduced by the British astronomers Robert Hanbury Brown and Richard
Q. Twiss about 70 years ago in an attempt to relate intensity correlations of incoming photons to
the apparent angular size of the emitting source, in this case distant stars. This revolutionized the
application of intensity interferometry leading to a new method to determine the apparent angular size
of stars [21]. It was later realized that the same mathematical apparatus can be applied to microscopical
systems, due to the particle wave duality in quantum physics. As the study of particle emitting sources
is of utmost importance in the field of particle physics, the technique was subsequently adopted by
Goldhaber et al. [22] to be used in experiments located at large high energy particle accelerator facilities,
such as the LHC and forerunners.

In the particle physics community this method of measurement is commonly referred to as femtoscopy,
derived from the fact that the particle sources produced in pp, p–Pb or Pb–Pb collisions are typically
on the order of a few fm. While one often refers to particle emitting sources within the heavy-ion
community, in fact the region of homogeneity (ROH) is probed, which gives an estimate on the spatial
extension of a region from which pairs of particles with a particular pair-momentum are emitted. Hence
the spatio-temporal extension of the total source volume is only the upper limit of the probed ROH, and
inversely the ROH can be regraded as a lower limit of the extension of the total source volume.

1.1.2 Defining the observables

The observable of interest in femtoscopy is the two-particle momentum correlation function, which is
defined as the probability to find simultaneously two particles with three momenta p1 and p2 divided
by the product of the corresponding single particle probabilities

C(p1,p2) ≡ P (p1,p2)

P (p1) · P (p2)
. (1.2)

These probabilities are directly related to the inclusive Lorentz invariant particle spectra P (p1,p2) =

E1E2
d6N

d3p1d3p2
and P (p1,2) = E1,2

d3N
d3p1,2

. Clearly in absence of any correlation signal the value of
C(p1,p2) equals unity, since P (p1,p2) factorizes into the single particle probabilities.

In order to study the size of the particle emitting source certain approximations regarding the emission
process and the momenta of the particles are necessary. Details about the approximations and their
justifications are discussed extensively in [23], therefore here only the main result, the Koonin-Pratt
relation, shall be highlighted. The Koonin-Pratt relation expresses the correlation as a function of the
relative momentum of the pairs

C(k∗) =

∫
d3r∗S(r∗)|ψ(r∗, k∗)|2, (1.1)

4



1.1 Correlation functions

S(r∗) is the source function and contains the normalized distribution of the relative distance r∗ between
the particle pairs in their rest frame3 (PRF), and ψ(r∗, k∗) denotes the relative wave function of the
particle pair. The single particle momentum k∗ in the PRF is defined as k∗ = 1

2 |p
∗
1−p∗2|, with p∗1 and p∗2

being the momentum vectors of the two particles. The wave function is determined by the interaction
potential between the two particles. And is computed by solving the Schroedinger equation. In this
work, the correlation function for the pair of bosons π+–π+ and π−–π− , for which the wave function is
well understood by theory, is used in conjunction with Thermal-FIST [24] and EPOS [25] to obtain a
description of the source function integrating the effects of feeddown from resonances.

The definitions of the correlation function given by Eq. (1.2) and Eq. (1.1) are identical. In order to
link these definitions to experimentally accessible variables Eq. (1.2) is projected onto k∗

C(k∗) = N Ssame(k
∗)

Mmixed(k∗)
, (1.3)

in which Ssame(k
∗) represents the measured yield of correlated pairs (same-event sample), while

Mmixed(k∗) serves as an uncorrelated reference (mixed-event) sample. The former is obtained by pair-
ing particles produced in the same physical collision (event), while the latter is obtained using event
mixing techniques, in which the pairs are build from two particles stemming from different events. This
procedure ensures that both particles cannot be correlated and hence the distribution of these pairs can
be factorized into single particle distributions.

Finally the normalization parameter N is chosen such that the mean value of the correlation function
equals unity at large k∗ values, where no signal from final-state interactions is expected. The k∗ up
to which femtoscopic signal is expected can be estimated by making use of the uncertainty principle
∆x·∆p > (h̄/2), taking ∆x ≈ 1 fm, which is a realistic value for the inter-hadron distance in pp collisions
at the hadronisation hypersurface, the resulting momentum range is around 200MeV/c. Therefore the
region used for the normalization is typically located at k∗ values above 0.2GeV/c, however the presence
of non-femtoscopic correlations might bias the normalization of the experimental correlation. For this
reason the normalization N is often chosen arbitrary in a region corresponding to a flat correlation
function, for this analysis k∗ ∈ (0.35− 0.40)GeV/c. Any subsequent comparisons to theoretical models
are typically performed by allowing a re-normalization of the correlation function, embedded in a so-
called non-femtoscopic baseline (see ch. 5.4).

1.1.3 Key features of correlation functions

Correlation functions exhibit intuitive properties regarding their interpretation, in this section a short
overview of these is given. As already mentioned above in case of non-interacting particles the correlation
function equals unity, for the case of an attractive interaction the correlation function will lie above
unity, whereas the opposite is true for repulsive interactions. In addition to effects of the interaction,
for identical indistinguishable particles the correlation function is sensitive to the symmetrization of the
wave function. Depending on the spin (S) of the pair in question the effect of the symmetrization can
lead to an enhancement in C(k∗) or a depletion.

There are further effects that can lead to very specific shapes in the correlation function, such as the
presence of coupled-channels (CC) [26], or decays into the pair of interest. However, for the study of
same charge pion correlations the effect of CC are not relevant, while the contamination from resonances
is present only for pairs of oppositely charged pions. For this reason the same charged pions provide a
cleaner access to the femtoscopic signal related to the emission and are used in this work.

3Here, and throughout the subsequent chapters, all quantities evaluated in the pair rest frame (PRF) are denoted by ∗.
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Chapter 2

Experimental Setup

In this chapter the detector used for data taking is introduced, while giving an overview of the most
important detector systems as well as their usage withing the context of this work.

2.1 Event recording

Before an explanation of the detector is provided, a brief introduction about the basic notion of an
event, how the detection works in principle, and finally what information can be extracted, is given. At
the LHC the beam of protons is segmented into bunches, which are then successively accelerated till
the maximum energy is reached1. Each bunch contains approximately 1.15× 1011 protons, the bunches
are separated in time by 25 ns and in total up to 5600 bunches can be stored in the accelerator.

The four large experiments (ALICE, CMS, LHCb and ATLAS) are positioned at the so-called interaction
points, at which bunch-crossing are possible. Should during a bunch-crossing an inelastic interaction
between two protons, stemming from the two bunches, occur and be selected by the trigger, the event
recording is started. The triggers usually consist of several stages and are tuned to select primarily
events, which are of interesting to physics analyses. The decision to trigger can e.g. involve the
number of produced charged particles, within a certain rapidity, also commonly referred to as event
multiplicity.

As the event recording is started all detector systems begin to collect information, meaning the signals
induced by the traversing charged particles are recorded. The signals are produced due to interactions
of the charged particles with the detector material leading to an energy deposition that can be read
out. From the gathered data it is possible to reconstruct, with the help of dedicated reconstruction
algorithms, the track of the individual charged particle, the energy as well as the momentum. The
collection of the former is used to estimate the primary vertex, the point at which the initial inelastic
interaction took place, while the latter are used for the single particle identification (PID) (see sec. 2.3).
Additionally, should a weakly decaying resonance be produced, the tracking information can also be
used to estimate the position of secondary vertex, the point at which the weak decay occurred.

Measuring particles from overlapping events contributes as so called pile-up and must be taken into
account as a source of background. The summary of all the event data constitutes then the event,
which is used as an input to the physics analysis.

1Details about each individual acceleration stage can be found in [27].
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Chapter 2 Experimental Setup

2.2 A Large Ion Collider Experiment (ALICE)

The ALICE (A Large Ion Collider Experiment) detector [28], located at the LHC, is an experiment
originally dedicated to studies of heavy-ion collisions and the formation of quark-gluon plasma and
consists of 17 different submodules, which serve the purpose of enabling precise particle identification
and track reconstruction. In Fig. 2.1, the schematic structure of ALICE during RUN2, is presented.
The central cylindrical part of ALICE is permeated by a magnetic field of B = 0.5 T [28], which is
generated by the L3 solenoid magnet (10 in Fig. 2.1). The field lines are collinear to the beam pipe,
and hence enable the measurement of the momentum for charged particles due to the Lorentz force. In
the following, only the submodules which are relevant for this work are discussed.
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Figure 2.1: ALICE detector, during RUN2, with pointers to the sub-modules taken from [29].
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2.2 A Large Ion Collider Experiment (ALICE)

2.2.1 Inner Tracking System

The ITS (Inner Tracking System, 1 in Fig. 2.1) is the innermost detector module and consists of 6 layers
of silicon detectors. The two innermost layers correspond to the Silicon Pixel Detector (SPD), while the
two intermediate layers correspond to the Silicon Drift Detector (SDD) finally the two outermost layers
make up the Silicon Strip Detector (SSD), as seen in Fig. 2.2. The primary usage of the subsystem is the
reconstruction of primary and secondary vertices with high spatial resolution. It contributes to the full
track reconstruction as well as pile-up removal with a momentum resolution of σpT/pT ≈ 10−12,% [28]
for pT < 1 GeV/c. It covers the whole 0 < φ < 2π range of the azimuthal angle and pseudo-rapidities of
up to |η| < 0.9 corresponding (by η = − log(tan θ/2)) to polar angles in the range of 0◦ < φ < 135◦ [30].
The ITS is able to identify events with in-bunch pile-up. In this case more than one interaction per
bunch-crossing occurs, leading to the reconstruction of two potential primary vertices within one event.
Due to the ambiguity of assigning each particle to the correct primary vertex such events are excluded
from further analysis. In order to reduce multiple scattering of the produced particles with the detector
material, the ITS was build from the lightest materials available, such as carbon-fiber, thus minimizing
the material budget. The spatial resolution is on the order of magnitude of 10 µm [30] which is sufficient
to deal appropriately with the high multiplicities of around 2000 particles in HI collisions.

Figure 2.2: Inner tracking system of the ALICE detector, during RUN2, with pointers to the sub-modules
taken from [31].

2.2.2 Time Projection Chamber

The Time Projection Chamber (TPC, 3 in Fig. 2.1) [30] is a gaseous detector used for the reconstruction
of 3-D tracks and PID by loss of energy for charged particles. This is achieved by exploiting the
ionization within the active detector volume caused by the traversing charged particles. The total
sensitive volume of the TPC, a schematic is shown in Fig. 2.3, is 90 m3 with an inner (outer) radius
of about 85 (250) cm, extending 500 cm in direction of the beam line. The drift gas changed several
times during the data taking, mostly Ar− CO2 (88-12%) was used, as it provided stable conditions

9



Chapter 2 Experimental Setup

and has a desirable low ionization energy. Due to the applied high voltage between central electrode
and end-plates (∆U ≈ 100 kV), the ionization electrons, liberated by the incident particles from the
collision, are drifting to the end-plates for measurement of the x and y coordinates as well as drift time.
The drift time of these electrons in the TPC is maximally 100 µm [30]. During this time several LHC
bunch crossings and multiple inelastic collision can occur. This leads to so-called out-of-bunch pile-up
because not only the particles produced in the triggered event will be recorded, but also particles from
events which occurred shortly before and after the triggering. The excellent reconstruction capability
of the TPC is related to the 159 radial rows which the particle, depending on its momentum and angle,
can traverse before leaving the TPC. This configuration allows to obtain the momentum of the particles
with a resolution of σpT/pT ≈ 5,% [28] for pT < 10GeV/c with a full 2π coverage of the azimuthal
angle and within pseudo-rapidities of |η| < 0.8 [30]. For this range the track reconstruction efficiency is
expected to be approximately 80% [30]. The readout of the TPC is optimized to cope with the highest
multiplicities in HI collisions and conducted with multi-wire proportional chambers which are located
on the endplates of the TPC.

Figure 2.3: Time projection chamber of the ALICE detector, during RUN2, with pointers to the sub-
modules taken from [32].

2.2.3 Time Of Flight Detector

With the Time Of Flight (TOF, 5 in Fig. 2.1) [33] the time of flight of the particle is measured allowing
to determine the velocity β = v/c, of the particle. The TOF consists of 1593 glas Multi-gap Resistive
Plate Chamber detectors, which in total provide 148149 read-out pads. The coverage of the azimuthal
angle as well as the pseudo-rapidities is equivalent to the ranges covered by the TPC. The time resolution
of the TOF is around 80 ps [33] which is vital in order to conduct precise PID and enables to remove
out-of-bunch pile-up. Measurements of the ITS and TPC are complemented by the TOF, as a rigidity
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2.3 Particle identification

cut-off of pT ≈ 300MeV/c is introduced by the magnetic field and only particles with an exceeding
transverse momentum are able to reach the TOF.

2.3 Particle identification

For this work the PID capabilities of the TPC and TOF were used, and hence will be briefly explained.
As particles can be differentiated by their corresponding rest mass m0 particle identification can be
realized by measuring β as well as the momentum p of the particle simultaneously. This can be seen by
starting from β = (γm0v)/(γm0) = p/E and substituting the recovered expression for the energy E of
the particle in the relativistic energy-momentum conservation:

m0 =
√
E2 − p2 =

√
p2(1/β2 − 1) =

p

βγ
, (2.1)

in which the Lorentz-factor is denoted by γ = 1/
√

1− β2, and c is set to unity for convenience.

The energy loss occurring due to ionization, is measured by the TPC and can be described by the
Bethe-Bloch (BB) formula given below:

−
〈

dE

dx

〉
=

4π

mec2
· nmat.z

2

β2
·
(

e2

4πε0

)2

·
[
log

(
2mec

2β2γ2

Imat.

)
− β2

]
, (2.2)

which describes the specific mean loss of energy per unit path length due to ionization −〈dE/dx〉 for a
particle with charge z moving with the velocity v in a material with electron density nmat. and average
ionization potential Imat.. It depends on the mass of electrons me and the vacuum permittivity ε0. The
dependence on βγ of the BB is equal to a dependence on p/m0, as can be seen from Eq. (2.1). As long
as p is not much larger than m0, this dependence induces well separated bands depending on the m0 of
the particle, see Fig. 2.5. In order to select the particle of interest the nσ−identification method can
be employed. First the ideal BB curves for several different particle hypotheses are evaluated, by fixing
the corresponding masses m0 for each particle species and solving Eq. 2.2. Then the discrepancy of the
measured signal to a certain particle hypothesis is quantified as multiples n of the detector resolution
σTPC. By choosing sufficiently small values for n a reliable identification of the particle in question can
be achieved.

For the PID with the TOF the following expression is exploited:

m0 =
√
E2 − p2 =

√
p2(1/β2 − 1) = p

√
(∆t/∆x)2 − 1, (2.3)

in which β = ∆x/∆t was used and c was set again to unity. The TOF provides a precise determination
of β. Analogous to the case of energy loss, ideal curves for the β pertaining to certain particle hypotheses
can be obtained by solving Eq. (2.3) (see Fig. 2.5) and the nσ−identification method can be applied
again. Additionally, if the PID information of both the TPC and TOF detectors needs to be combined,
the nσ−identification method can be used on the trivially combined resolution according to

σcomb. =
√
σ2

TPC + σ2
TOF. (2.4)
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Chapter 2 Experimental Setup
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Figure 2.4: Specific mean loss of energy per unit path length, within the TPC, depending on the
momentum p. For several particle hypotheses the ideal Bethe-Bloch curves are drawn, taken from [34].
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hypotheses the ideal β curves are drawn, taken from [35].
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Chapter 3

Data Analysis

The purpose of this chapter is to provide basic information about the analysed data sample as well as an
explanation how the identification of charged pion tracks within the studied sample was achieved.

3.1 Data sample and event selection

The input data for the analysis consists of the pp collision data sample collected at
√
s = 13 TeV by

ALICE, using the minimum bias trigger (AliVEvent::kINT7()), during the LHC Run 2 campaign. In
order to process only events, which have all the necessary information, the pre-filtered Analysis Object
Data (AOD)1 format was used. Additionally general purpose Monte Carlo simulations of events, which
were filtered through the ALICE detector, tuned to the conditions during the LHC Run2 campaign,
and the reconstruction algorithm [36], were used. These were generated with Pythia 8.1 [37].

Not every event can be used for analysis, especially in the case the post-processing of the data reveal
unsatisfying quality or if the event is not suitable for physics analyses e.g. if the primary vertex is not
centered around the nominal interaction point. In order to assure the quality of the processed events
the event cuts summarized in Tab. 3.1 were employed. The Physics selection is needed in order to
access the PID information of the sub-detector systems. If the Data Acquisition (DAQ) [38] for the
event is incomplete, the event is discarded. For the pile-up rejection the SPD (which is a part of the
ITS) detector is used and a minimum resolution of 0.25 cm for the z position of the primary vertex is
required. Finally the z coordinate of the primary vertex is checked to be within 10 cm of the nominal
interaction point. This selection guarantees a uniform detector acceptance for all processed events.

The impact of mini-jet background on the correlation function was already explored in several studies
[9, 39]. This lead to the introduction of event shape variables [40], that allow to differentiate between
events which are either dominated by soft or hard processes leading to a categorisation of jet-like and
spherical events. For this analysis the same approach is adopted, hence, in order to select predominantly
spherical events, the transverse sphericity cut is employed [41]. The transverse momentum matrix ST

is defined by

ST =
1∑
i p
i
T

∑
i

1

piT

(
(pix)2 pix · piy
pix · piy (piy)

2

)
with eigenvalues λ1, λ2, (3.1)

1Usually after data taking so-called Event Summary Data (ESD) are generated, however not every analysis requires the
complete saved event information.
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Chapter 3 Data Analysis

Selection criterion Value
Trigger AliVEvent::kINT7()
Spericity ST >0.7
Physics selection default
Incomplete DAQ check
z primary vertex |vtxz|<10 cm
Contributors to track vertex Ncontrib,track >1
Contributors to SPD vertex Ncontrib,SPD>0
Distance between track and SPD vertex dvtx,track−SPD<0.5 cm
SPD vertex z resolution σSPD, z<0.25 cm

Pile-up rejection
AliVEvent::IsPileUpFromSPD()
AliEventUtils::
IsSPDClusterVsTrackletBG()

Table 3.1: Event selection criteria.

where piT =
√

(pix)2 + (piy)
2 is the transverse momentum of a single particle. By calculating the corres-

ponding eigenvalues (λ1, λ2) of the matrix and combining them to build ST as

ST =
2min(λ1, λ2)

λ1 + λ2
, (3.2)

the geometry of the event, meaning the degree of isotropic emission, can be estimated. In order to
calculate the transverse sphericity with good accuracy at least three tracks, each with a minimum pT

of 0.5MeV/c, are required, else the event is discarded. Commonly the threshold for jet-like events
is ST < 0.3, whereas ST > 0.7 is required for the spherical event classification [41]. In this work,
to suppress the mini-jet background, only events with ST > 0.7 have been selected. After the event
selection around 2.4× 108 events are available for further analysis.

3.2 Identification of charged pion tracks

A summary of all applied track cuts, which are employed to select primary charged pions, is compiled
in Table 3.2. In addition, a cut for the close pair rejection (CPR) is included, the necessity of which is
explained during the discussion of the detector effects in sec. 5.1. The quality of the tracks is ensured by
requiring that each track lies within the pseudo-rapidity range of |η| < 0.8 while also demanding that a
minimum of 75 clusters in the Time Projection Chamber (TPC) are assigned to each track. In order to
suppress contributions stemming from weakly decaying resonances, a cut of 0.3 cm on the distance of
closest approach (DCA) to the primary vertex, in the transverse x–y plane as well as of 0.1 cm along the
beam axis in z direction, is used. The particle identification (PID) is conducted by the measurement
of the mean energy loss per distance travelled 〈dE/dx〉 within the TPC and the velocity measurement
provided by the Time Of Flight detector (TOF). In combination with a momentum measurement,
which is possible due to the magnetic field permeating the detector, different mass hypotheses can be
tested (see sec. 2.3). For this analysis the deviation of the measured TPC response to the Bethe-Bloch
parameterization of 〈dE/dx〉 for the mass hypothesis of a charged pion, is expressed as multiples of the
standard deviation nσ and only those tracks which satisfy |nσ,TPC| < 3 for p < 0.5 GeV/c are taken, as
the 〈dE/dx〉 of the charged pions is well separated from other particle species. In the momentum range
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3.2 Identification of charged pion tracks

Selection criterion Value
Pseudorapidity |η| < 0.8
Transverse momentum 0.14 < pT < 4GeV/c
TPC cluster nTPC > 75
Distance of closest approach xy |DCAxy| < 0.3 cm
Distance of closest approach z |DCAz| < 0.3 cm
Close pair rejection

√
∆η2 + ∆φ∗2 < 0.01

Particle identification |nσ,TPC| < 3 for p < 0.5GeV/c
nσ,combined < 3 for p > 0.5GeV/c

Table 3.2: Charged pion track selection criteria.

p > 0.5 GeV/c the pion band of the TPC is contaminated by particles of other species, hence up to
p < 4 GeV/c also the TOF information is used. The difference between the measured TOF response and
the velocity calculated for a charged pion as a function of the pions momentum is expressed as nσ,TOF,
and combined with the TPC information into a combined nσ,combined =

√
n2
σ,TPC + n2

σ,TOF. The results
of the PID cuts are shown in Fig. 3.1 for the TPC and TOF, the obtained pT-spectra for the charged
pions are shown in Fig. 3.2. The nσ distributions show clearly that most of the charged pion yield is
concentrated at pT < 0.5 GeV/c, the visible structure comes from using the combined PID of TPC and
TOF for p > 0.5 GeV/c. And is related to the degraded detector efficiency at p > 0.5 GeV/c, as the
tracks must extend from the TPC to the TOF. As expected the shape of the pT-spectra does not depend
on the charge of the selected charged pion. In total around 1.15 × 109 positively (negatively) charged
pions were identified. The purity of the charged pion sample is studied with the help of Monte Carlo
simulations (see sec. 4.2) and the pT weighted is determined to be 99 % independent of the charge. The
tracking efficiency for charged pions was not evaluated in this work, however, studies carried out by the
Light Flavour Spectra group within ALICE found that for 0.14 < pT < 4 GeV/c the value is typically
around 0.62 and increases up to 0.68 [42].
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Chapter 4

Study of the resonance feed-down

Charged pions are very light particles (mπ± ≈ 139.57 MeV/c1), hence they are abundantly produced
by the strong decay of unstable heavier resonances. The feed-down to charged pions stemming from
strong decays typically leads to a large enhancement at low transverse momenta in the measured pT

spectra. Previous studies [8, 43] demonstrated that the correlation functions as measured at ALICE in
pp collisions are sensitive to several kinds of residual correlation signals. Contributions from strongly
decaying resonances feeding to one or both particles in the measured pair can modify the source,
depending on the lifetime (τ) of the resonance. Accounting for this kind of contributions is crucial,
otherwise a bias of the apparent source size is introduced [44–46]. In total three origins of charged
pions need to be taken into account: primordial pions, pions stemming from strong decays, and finally
pions produced by weak decays. In the context of this work the term primordial will refer to charged
pions originating from the initial collision. The particles produced by a weak decay typically reduce
the measured correlation signal and can be accounted for by the λ-parameter prescription [43]. Special
emphasis will be laid on quantifying the yield of the charged pions stemming from strong decays as the
novelty in this study is the approach to fix this specific contribution using the statistical hadronization
model to determine the yields of resonances and a transport model, namely EPOS [25], to constrain
the decay kinematics. Following this approach the modification of the source, by strongly decaying
resonances, is properly taken into account. This is an extension to the search of a common particle
source, previously studied in baryon-baryon analyses [8, 11–13], to the meson-meson sector.

4.1 Composition of the strong decay component according to the
statistical hadronization model

In order to assess the amount of primordial charged pions present in the yield of primary charged pions,
the statistical hadronization model is employed. The definition of primary particles used is mostly
in line with ALICE standards [47], including all particles which are either produced by the initial
collision or originate from a short lived (cτres < 1 fm) strong or electromagnetic decay. For this study
additionally every charged pion stemming from strongly decaying resonance, regardless of the lifetime,
is considered primary. Details on this will be given later (see sec. 5.2). The Thermal-FIST package [24]
is used to estimate the particle yields by means of calculations within the hadron resonance gas (HRG)
model.

A brief summary of the important key aspects regarding the HRG model is presented in the following.
Within the canonical statistical model an ideal (non interacting) gas of hadrons is assumed, which are
emitted from a thermally and chemically equilibrated source. Under this assumption the canonical

1Value taken from the Particle Data Group summary tables.
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Chapter 4 Study of the resonance feed-down

ensemble can be employed to describe small sources, as is the case for pp collisions. Considering three
conserved charges, the baryon-number B, the electric-charge Q and the strangeness S, which are exactly
conserved within the correlation volume Vc, the partition function reads [24]

Z(B,Q, S) =

π∫
−π

dφB
2π

π∫
−π

dφQ
2π

π∫
−π

dφS
2π

e−i(BφB+QφQ+SφS)

× exp

∑
j

∞∑
n=1

znj e
in(BjφB+QjφQ+SjφS)

 . (4.1)

The first sum over j includes the considered particle species while the last sum over n incorporates the
effects of quantum statistics. The charges of particle species j are denoted by Bj , Qj and Sj , while znj
refers to the corresponding single species partition function, namely,

znj = (∓1)(n−1)Vc

∫
dm ρj(m) dj

m2T

2π2n2
K2

(nm
T

)
, (4.2)

where the spin degeneracy (temperature) is denoted by dj (T ) and the +/- sign is used for bo-
sons/fermions. The finite width of the particles is taken into account by considering a relativistic
Breit-Wigner function ρj(m). K2(nm/T ) is a second order modified Bessel function. Finally the mean
primary particle multiplicities can be calculated2, resulting in

〈Nprim.
j 〉 =

∞∑
n=1

Z(B − nBj , Q− nQj , S − nSj)
Z(B,Q, S)

nznj , (4.3)

which can be corrected by feed-down contributions to give the total expected yield of particle species
j, namely 〈N total

j 〉. Details of the calculation are given in [48]. The performance of the model can be
judged by inspecting Fig. 4.1 [49]. Shown are hadron-to-pion yield ratios as a function of the charged
particle multiplicity at mid-rapidities, overall the data agrees well with the model predictions.

Before usage Thermal-FIST must be properly configured in order to provide reliable results. For the
calculation the canonical ensemble was chosen, due to the small expected source sizes on the order of
1 fm. The appropriate quantum statistics was set to apply to all particles, which is especially important
for the pions. The conserved abelian charges correspond to B, Q and S and the width of the resonances
are modeled with relativistic energy dependant Breit-Wigner distributions. Finally, the temperature
T , the canonical strangeness (flavour) suppression factor γS (γq) and the source (correlated) radius R
(Rc) must be configured. The strangeness suppression factor is used in order to describe the suppressed
production of strange hadrons observed in pp collisions [17]. Thermal-FIST additionally offers the
option to consider a suppression factor γq for light flavours, but in this work no such suppression was
considered. The total (correlated) volume V (Vc) is assumed to be a sphere with radius R (Rc). Within
the correlated volume the exact conservation of B, Q and S is enforced.

The calculation of the parameters is performed as described in [49], however, fine tuned to match the
13TeV pp environment, by using the information in [50] about the average multiplicity at mid-rapidities
of |y| < 0.5. A compilation of the parameters used to perform the calculations with Thermal-FIST
is shown in Tab. 4.1. Finally Thermal-FIST was configured to include all particles with their decay
channels and associated branching ratios listed in the Particle Data Groups summary tables.

2For this computation so-called fictitious fugacities λj are introduced to the partition function given in Eq. (4.1) and the
derivative with respect to λj is calculated: 〈Nprim.

j 〉 = ∂λj logZ(λj)
∣∣
λj=1

.
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4.1 Composition of the strong decay component according to the statistical hadronization model

Figure 4.1: The ratios of various final hadron-to-pion yields are plotted versus charged the pion mul-
tiplicity as evaluated in the γSCSM with Vc = 3dV/dy, exact conservation of baryon number, electric
charge, and incomplete equilibration of strangeness. The green circles, blue squares, and red diamonds
depict the corresponding ratios as measured by the ALICE collaboration at the LHC in pp (7 TeV),
p–Pb (5.02 TeV), and Pb–Pb (2.76 TeV) collisions, respectively. Taken from [49].

Ideal HRG model specifications used
Ensemble Canonical
Statistics Quantum statistics for all particles
Resonance width E dependent Breit-Wigner distr.
Breit-Wigner shape Relativistic

Conservation laws
Canonical treatment of
Baryon number (B), Charge (Q)
and Strangeness (S)

Parameter Value
Temperature (MeV) 171.0
Strangeness suppression factor γS = 0.78
Flavour suppression factor γq = 1.0
Source radius for one unit of rapidity (fm) R = 1.58
Canonical correlated radius (fm) Rc = 2.28
B, Q, S 0

Table 4.1: Model specifications and values of parameters used for the yield calculations.
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Resonances cτres (fm) Fraction (%)
ρ0 1.3 9.01
ρ+ 1.3 8.71
ω(782) 23.4 7.67
K∗(892)+ 3.9 2.29
K̄∗(892)0 3.9 2.25
b1(1235)+ 1.4 1.90
a2(1320)+ 1.8 1.48
η 150 631.3 1.45
a1(1260)+ 0.5 1.37
f2(1270) 1.1 1.36
a0(980)+ 2.6 1.36
h1(1170) 0.5 1.18

Table 4.2: Resonances contributing at least 1% to the charged pion yield, stemming from strong and
electro-magnetic decays.

Lifetime cτ (fm) Fraction F (%)
〈
meff

res

〉
(GeV/c)

Primordial 28.0 –
cτres < 1 14.8 0.308
1 < cτres < 2 34.8 0.526
2 < cτres < 5 10.2 0.151
cτres > 5 12.2 0.146

Table 4.3: Lifetime table for the charged pion yield.

The result for the composition of the yield of primary charged pions (πprimary) contains every contri-
bution to the charged pion production from the initial pp collision, via an electro-magnetic decay or
strongly decaying resonances, regardless of the lifetime. In total 334 resonances were found to con-
tribute to the yield of πprimary. The origin of πprimary for all resonances which feed at least 1% to
the overall yield is shown in Tab. 4.2 together with their corresponding lifetime cτres. Approximately
25% of the yield comes from the combined contributions of ρ0, ρ+ and ω(782). Differential information
about the lifetimes of the resonances feeding into the yield is provided in Tab. 4.3 together with the
fraction weighted averaged mass for the resonances within the lifetime bin. It is evident that while most
contributions are rather short lived (cτres < 5 fm), a sizeable 12.2% of all contributions to πprimary have
a cτres > 5 fm.

The two key parameters which drive the modification of the particle emitting source stemming from
resonances are the average effective mass

〈
meff

res

〉
and the average effective proper lifetime

〈
cτ eff

res

〉
. Both

quantities are calculated according to

〈
X eff

res

〉
=

1

α

∑
j

fjXj

 , (4.4)

by taking the weighted average of each respective quantity X , where the weight f is given by contribution
of the resonance j to the yield. For the calculation it is important to exclude resonances with cτres > 5 fm
e.g. ω(782) (cτres = 23 fm), since it is expected that such long-lived resonances3 produce an exclusively

3The details how these are treated are explained in sec. 5.2.
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4.2 Constraining the weak feed-down by DCAxy fits to MC simulations

flat contribution to the correlation function. Consequently the contributions predicted by Thermal-
FIST must be re-normalized by a factor of α =

(
1−Fcτres > 5 fm

)
, where Fcτres > 5 fm denotes the

fraction of strongly decaying resonances with cτres > 5 fm and is equal to 12.2%. The obtained results
are

〈
meff

res

〉
= 1.124GeV/c and

〈
cτ eff

res

〉
= 1.5 fm.

4.2 Constraining the weak feed-down by DCAxy fits to MC simulations

The contribution to the correlation function related to charged pions stemming from the feed-down of
weakly decaying resonances is evaluated in a data-driven manner and explained in the following.

Particles with this type of origin are referred to as secondary particles, hence this contribution is
denoted as πsecondary. The ALICE collaboration has general purpose Monte Carlo (MC) simulations,
which were generated using Pythia 8.1 [37]. They are filtered to include a full simulation of the detector
response using GEANT4 [51], and are further treated as experimental data by the track reconstruction
algorithm [36]. In this way the final output contains both the detected signal and the original (true)
MC information. This enables to trace back the origin of each simulated pion, e.g. whether it is of
primary origin, stemming from feed-down or from the interactions with the detector material.

To reduce the model-dependence on the extraction of πsecondary, an appropriate method is to use the MC
to generate template fits to the DCAxy

4 distribution of the charged pions, based on their origin. The MC
generated templates are fitted to the experimental DCAxy distribution to extract the amount of primary
and secondary particles. This procedure is required as neither Pythia 8.1 nor other MC generators are
tuned to reproduce the yield of the particles. In order to study the contribution differentially in pT,
the MC templates and experimental DCAxy distributions are obtained for the following pT-bins5 0.1–
0.9, 0.9–1.7, 1.7–2.5, 2.5–3.2, 3.2–4.0 GeV/c, by using the same cuts as for the anaylsis of data (see
Tab. 3.2) but imposing no cut on |DCAxy|. The considered contributions are K0

S, K+, Λ and Σ0

combined (since their respective DCAxy is indistinguishable in the MC templates), Σ+ and Σ
−, these

are shown exemplary in Fig. 4.3 and Fig. 4.4 for π+ and π− respectively. All templates are centered
around |DCAxy| = 0 cm and show a peak, mostly related to the red primary template. The reason
to apply no |DCAxy| cut becomes apparent by inspecting the region of |DCAxy| > 0.5 cm in Fig. 4.3
and Fig. 4.4, as by widening the range the difference in the shape of the tails of the templates can
be used to estimate the total contribution to the experimental DCAxy distribution. The remaining
fits are presented in the appendix B. The reduced χ2 divided by the numbers of degree of freedom for
Fig. 4.3 and Fig. 4.4 are 5.1 and 5.2 respectively. These values are calculated only in approximation by
calculating the reduced χ2 for the complete fit with respect to the data and hence is most certaintly
an overestimation. The reduced χ2 given by the TFractionFitter class of ROOT could not be used due
to a falsely implemented calculation method, the issue is reported in [52] and is the reason why in the
case of a domineering template the program returns reduced χ2 values of O(1000)−O(10000).

For each pT-bin a fit was performed using the TFractionFitter class of ROOT, however, instead of
leaving all the weights of the templates free, initial values for the relative contributions were obtained
from Thermal-FIST, which was tuned according to Tab. 4.1. The raw Thermal-FIST output is corrected
by the branching ratios of the mother particles for the decay into a charged pion. The summary Table 4.4
provides an overview of the Thermal-FIST predicted fractions fj , normalized to the positively charged

4DCAxy: Distance of closest approach form the reconstructed particle track to the primary vertex in the transverse
plane.

5The upper edge is always included in the bin.
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Chapter 4 Study of the resonance feed-down

Figure 4.2: Left: The percentage of the contribution from πprimary, πsecondary and positively charged
pions stemming from the interaction with the detector material, which is seen to be below 1 %, are
shown. The dotted lines correspond to the averaged pT weighted value of all the pT-bins. Right: The
same decomposition of the negatively charged pions is displayed. For both the ordering of the feed-down
contributions is consistent with the estimation from Thermal-FIST.

pion yield Nπ+

tot , and the weights ωj calculated for every source of πsecondary. The contributions due
to decays into three charged pions were found to be negligible and are hence not listed. The resulting
fractions of the fits are summarized in Fig. 4.2 and shown for positively and negatively charged pions.
As the extraced fractions show, the sample is dominated by primary particles, however, around 6-
7 % of pions stem from a weakly decaying resonance. Within the studied pT resolution all considered
contributions exhibit no dependence on the pT.

Finally the extracted values for the fractions are averaged over pT within the applied selection criterion
of |DCAxy| < 0.3 cm and weighted using the measured yield dNch/dpT (see. Fig. 3.2), in each individual
bin. The final averaged and weighted results are shown in Table 4.5, alongside with a comparison to
the prediction of the Thermal-FIST model calculations. As expected the absolute values are different,
but the relative ordering of the contributions matches the Thermal-FIST prediction.

In addition, the amount of misidentified (misid) charged pions can be determined from MC, by calcu-
lating the pT dependent purity. The purity P is obtained by using the following relation

P =
Y MC−true

identified

Yidentified
, (4.5)

where Yidentified refers to the yield of particles identified as charged pions, applying the same event and
track selection as to data, and Y MC−true

identified denotes the yield of particles for which additionally the PID
is verified by accessing the MC information. The dropping of the purity within the first 5 bins is due
to a contamination of electrons (positrons). However, comparing the yield in Fig. 3.2 within these bins
shows that only the first bin, which contains nearly one order of magnitude less yield then the other
bins, is affected. The extracted purity as a function of pT is shown in Fig. 4.5 and yields a pT weighted
value of 99 % for both π+ and π−. The presented result is for π+.
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4.2 Constraining the weak feed-down by DCAxy fits to MC simulations

Table for π+ [%] π+ K0
s K+ Λ + Σ0 Σ+ Σ

−

Total frac.: f jtot = N j
tot/N

π+

tot 100 12.3 12.6 2.8 0.8 0.8
Prim. frac.: fπ+

prim = Nπ+

prim/f
π+

tot 87.8 - - - - -
Branching ratios (B.R.) - 69.20 22.43 64.09 48.31 99.85
f j→π

+

sec = B.R.j × f jtot - 8.5 2.8 1.8 0.4 0.8
ωj = N × f j→π

+

sec - 7.3 2.4 1.5 0.4 0.6

Table 4.4: Estimation of the weights for each MC template. Since the electro-magnetic decay of Σ0 → Λγ
is very fast it is included in the template for Λ. The normalisation N ensures that the sum of the weights
is equal to unity. The table for negatively charged pions can be derived by taking the corresponding
antiparticles in the first row, since the numbers as well as their calculation do not differ with respect to
the positively charged pions.

Origin TF [%] DCA [%]
ωπ+

primary
87.8 93.8

ωK0
s

7.3 3.6
ωK+ 2.4 1.5
ωΛ+Σ0 1.5 0.7
ω

Σ
− 0.6 0.3

ωΣ+ 0.4 0.2

Table 4.5: Compilation of the possible origin for the π+. The first column shows the prediction from
Thermal-FIST, while the second column is the pT averaged and dNch/dpT weighted fit result of the MC
DCA templates to the experimental data.
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Figure 4.3: DCA fit of π+ with MC templates using the TFractionFitter. For the smallest pT-bin.
Shown is the full fit in the region of [-2.4, 2.4] due to the difference in shape of the templates the single
contributions can be separated. The template of Λ entails the contributions of Σ0.
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Chapter 5

Femtoscopic analysis

This chapter describes how the same charge pion correlation functions were modeled and puts special
emphasis on the applied corrections as well as giving details about the source treatment.

5.1 Detector effects

5.1.1 Finite momentum resolution

Although ALICE has excellent tracking capabilities the momentum resolution for the measured particles
can impact the shape of the theoretical correlation function fitted to the data. However, by applying
momentum smearing at the level of the correlation function this effect can be accurately taken into
account. In order to quantitatively model this effect MC studies based on Pythia 8.1 are employed [53–
55].

The momentum smearing is primarily related to the single particle detection. However, since the correl-
ation is studied in terms of the relative momentum k∗, one needs to study the probability of measuring
k∗meas given the true momentum k∗true. This information is commonly embedded in a transformation
matrix T (k∗meas, k

∗
true), which can be obtained by making use of the available general purpose MC sim-

ulations. Finally, the numerically generated detector signal is used to generate MC tracks, by treating
the simulated data as experimental one and following the procedures described in sec. 3.2. This allows
to build same- and mixed-event particle pairs, as well as the correlation function. The true correlation
function C(k∗true) is transformed by the relation

C(k∗true) =

∫
k∗meas

T (k∗meas, k
∗
true) ∗ C(k∗meas). (5.1)

The formula given in Eq. (5.1) needs to be adapted in the case of binned data, replacing the integration
with a summation over the single k∗meas-bins. In Fig. 5.1 the unnormalized smearing matrix for the same
event in case of π+–π+ is shown. The response of the detector is approximately linear and relatively
narrow, resulting in only minor corrections to the overall shape of the correlation function. The smearing
matrix obtained from the same event of π−–π−was found to be in very good agreement compared to
the one obtained for π+–π+ , hence all correlation functions were smeared with the smearing matrix of
π+–π+ .

5.1.2 Finite track resolution

In the case of highly correlated pairs of particles, the momenta are nearly collinear and correspondingly
carry a very small k∗. While these pairs are the most interesting to analyze, the track reconstruction
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Figure 5.1: Momentum resolution matrices for same event of π+–π+ obtained in MC simulation.

algorithm employed may fail to handle them properly. Two effects need to be addressed, firstly the
case of track-merging, in which two in reality distinct tracks may be reconstructed as only one track,
and secondly the case of track-splitting, where the inverse occurs. In either case fake correlations are
introduced impacting the very region of interest, which lies below 0.2GeV/c in k∗, due to a depletion
(enhancement) of pairs seen in case of track-merging (track-splitting). Those effects are investigated
with the help of MC studies based on Pythia 8.1, by studying the difference in the angular separation
of the tracks.

The separation between a pair of tracks is parameterized in the longitudinal direction by the difference
in pseudorapidites ∆η and in the transverse plane by the difference in the azimuthal angle ∆ϕ∗, defined
as

ϕ∗ = ϕ+ arcsin

(
0.3r · e ·B

2pT
· 1

mT

)
, (5.2)

and takes the curvature of the track within the TPC volume due to the Lorentz force into ac-
count. For the analysis ∆ϕ∗ is evaluated for nine different radii r within the TPC, namely at
85, 105, 125, 145, 165, 185, 205, 225, 245 cm and averaged. In Fig. 5.2 the distribution of ∆η versus
〈∆ϕ∗〉 is shown for same and mixed event at r equal to 85 cm. As expected, in the mixed event sample
no structure is observed, since the tracks stem from different events, whereas for the same event sample
a clear enhancement close to the origin at (0,0) is apparent.

In the absence of any correction the correlation function may be biased due to the reconstruction
inefficiency, hence a circular cut within the 〈∆ϕ∗〉-∆η plane of

√
〈∆ϕ∗〉2 + ∆η2 < 0.01 is applied.
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5.1 Detector effects

Figure 5.2: The two-dimensional 〈∆ϕ∗〉-∆η distribution (at r equal to 85 cm) for the same (left) and
mixed (right) event distributions without any modification obtained from MC. The enhancement of the
same event is clearly visible and due to track splitting.

Figure 5.3: The two-dimensional 〈∆ϕ∗〉-∆η distribution for the same (left) and mixed (right) event
distributions with cuts obtained from MC. The deficiency of the same event is cut away from the
sample.

With this choice the full reconstruction inefficiency in 〈∆ϕ∗〉 is removed from the sample, although no
variations of the cut were included in the estimation of the systematic uncertainties associated with this
particular choice for the cut value, it was checked that the obtained correlations are not influenced by
lowering the cut value by 20 %. The impact on the 〈∆ϕ∗〉-∆η distribution is presented in Fig. 5.3 ,
where no longer any enhancement due to track-splitting is visible.

5.1.3 Event Mixing

It is vital that the prepared mixed event sample is subject to the same detector acceptance as the same
event sample, since these effects cancel when the ratio is built. To ensure this the mixing procedure
is conducted only between particle pairs stemming from events with similar z position of the primary
vertex1 and multiplicity2 [23]. The bin width for the z vertex position is 2 cm and ranges from -10 up
to 10 cm with respect to the nominal interaction point. The multiplicity is grouped in the following
equivalence-classes: 0–4, 5–8, 9–12, 13–16, 17–20, . . ., 93–96, 97–100, >100. In order to estimate

1The primary vertex corresponds to the point at which the inelastic pp collision took place. Details are given in ch. 2.
2Multiplicity refers to the amount of detected charged particles. Details are given in ch. 2.
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Figure 5.4: Left : Reference multiplicity Ref08 in |η|<0.8. Right : z-vertex distribution for pp collisions.
Both observables are used for event mixing.

the multiplicity the reference multiplicity RefMult083, within a pseudorapidity interval of |η|<0.8, is
employed. The distribution of the z-vertex and the number of global tracks per event is shown in
Fig. 5.4. The asymmetry observed in the z-vertex distribution is due to differences in the trigger
efficiencies caused by the asymmetric placement of the V0 detectors.

5.1.4 Multiplicity re-weighting of mixed event distributions

Since the mixed event distribution is build by pairing single particles from different events, the selected
particles do not need to be paired within the same event sample. The mixed pairs are created using 10
different events within the same z vertex position and multiplicity bin. Although the generated sample
gives conceptually exactly the k∗ for uncorrelated particles (see Eq. (1.3)), and hence properly reflects
the single particle properties, the amount of single particle and pair of particles scales differently with
multiplicity.

In order to suppress this effect the mixed event can be re-weighted multiplicity-bin-wise. This procedure
ensures that the statistical weight with which the mixed event sample contributes to the correlation
function equals the contribution from the same event for a k∗ range of 0.2–0.9 GeV/c. In Fig. 5.5 an
example of the re-weighting is shown for the multiplicity integrated π+–π+ correlation function. The
rise of the correlation function starting at k∗ larger than 0.8GeV/c in k∗ is partially suppressed. The
remaining components of the correlation signal in this region constitute the background for this analysis
and will be discussed in sec. 5.3.

5.2 Decomposition of the correlation function

The correlation signal of the measured pairs, can be affected by non-genuine contributions. Such
contributions include both misidentified and feed-down particles from either weak or strong decays of
resonances. Hence the measured correlation function is a superimposed signal of all these processes.
How to treat each component of the correlation function is shown in [53, 56]. In the following the same

3This is a function from the ALICE Software package and an inherent part of multiplicity estimation process used within
the ALICE collaboration. The function is well maintained by the Data preparation group (DPG) of ALICE.
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Figure 5.5: (Left) same event and re-weighted ME for the π+–π+ correlation function, (Right) the
resulting π+–π+ correlation function before and after the re-weighting and (Bottom panel) the ratio of
the two correlation functions, zoomed in to the region of 0–0.4 GeV/c in k∗.

strategy is employed. The correlation function is written as:

Cmodel(k
∗) = 1 +

∑
i,j

λi,j(Ci,j(k
∗)− 1). (5.3)

The distinct contributions are labeled by the subscript and the relative weight is denoted by λ. Using
this notation, the correlation function is decomposed into the genuine and residual signal. For the
genuine component the particles of the pair originate from the initial pp collisions or a short-lived
strongly decaying resonance. For the residual (feed-down), at least one particle of the pair originates
from either the weak or long-lived strong decay of a resonance or a misidentification.

In accordance with [53, 56] the λ parameters are obtained in a data-driven approach by employing
exclusively single particle properties namely the purity P and the channel specific fractions f

λi,j = PifiPjfj , (5.4)

where the i, j denote the origin of the particles.

As demonstrated in sec. 4.2 a large portion of the yield of charged pions stems from feed-down of either
strongly or weakly decaying resonances. For this work all possible sources of charged pions are taken
into account and grouped in one of the following five main categories:

1. λprimordial, composed of the particles produced directly in the pp collision, and are not a decay of
product of any resonance.

2. λcτ<5 fm, all the particles stemming from the strong decay of a resonance with cτres < 5 fm.

3. λcτ>5 fm, all the particles stemming from the strong decay of a resonance with cτres > 5 fm.

4. λweak, entails all pairs where at least one particle originated from a long-lived weak decay.

5. λmisid, the signal from misidentifications and particles which were produced by an interaction with
the detector material, this contribution is highly suppressed due to the high purity of the sample.

Typically, the genuine correlation signal is associated with the sum of the primordial particles and those
produced via strong decays. These particles are defined as »primary«, and correspondingly

λprimary = λprimordial + λcτ<5 fm + λcτ>5 fm (5.5)
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For reasons that will become apparent later (see sec. 5.5.3), in this work the genuine signal is defined
as

λgenuine = λprimordial + λcτ<5 fm = λprimary − λcτ>5 fm (5.6)

while the remaining feed-down is grouped together as

λfeed = λcτ>5 fm + λweak. (5.7)

These λ-parameters can be calculated using Eq. (5.4). In fact, the fraction fprimary was already extracted
from the MC templates fit of DCAxy distributions (see sec. 4.2), while the relative amount of resonances
with cτres > 5 fm, denoted by Fcτ>5 fm, is evaluated using Thermal-FIST (see sec. 4.1).

The final decomposition of the correlation function reads

Cmodel(k
∗) = 1 + λgenuine · (Cgenuine(k

∗)− 1)

+ λfeed · (Cfeed(k∗)− 1) + λmisid · (Cmisid(k∗)− 1). (5.8)

This correlation function can be used to fit the measured correlation function and test models for the
interaction or study the functional form of the particle emitting source.

5.2.1 Calculation of λ parameters

The detailed explanation on how the fraction of charged pions stemming from strong resonance decays
was estimated has been reported in sec. 4.1. The main result important for the calculation of the λgenuine

is Fcτ>5 fm = 12.2 %. Additionally, using the pT weighted value of 99 % for the purity P of the charges
pions (see. sec. 4.2) and the fraction of primaries fprimary of 93.8 % from Tab. 4.5 all ingredients in order
to calculate λgenuine are fixed:

λgenuine = (fprimary(1−Fcτ>5 fm))2 · P2 (5.9)

λgenuine = (0.938(1− 0.122))2 · 0.992 = 0.664. (5.10)

The value for λmisid was estimated to be 0.02 since this contribution is heavily suppressed due to the
high purity and the low amount of charged pions stemming from interaction with the detector material
(also called materials).

Finally the λfeed is calculated by using the normalization condition for the relative weights, which is
given by the fact that the sum overall all weights must be equal to unity.

λfeed = 1− λgenuine − λmisid = 0.316. (5.11)

Summarizing the findings for the λ parameters, the genuine λgenuine is 66.4 %, the feeddown λfeed is
31.6 % and the misidentified (or materials) λmisid is 2.0 %.

5.3 Non-femtoscopic background

The sphericity cut was already introduced in sec. 3.1 and is needed in order to suppress the mini-
jet background. As in the case of jet-like events particles will be emitted predominantly within a
jet-cone and hence are strongly correlated in momentum space, introducing a bias to the correlation
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5.4 Modeling of the correlation function

function. This effect is most pronounced for small particle multiplicities as back-to-back emission is
favoured due to energy-momentum conservation. Further, a rise of the correlation function is observed
for large k∗ which is also attributed to energy-momentum conservation [40] and can be parametrized
by a polynomial.

In order to get an estimate of the shape for the background within the region of small k∗ (< 250MeV/c),
the correlation function is computed from MC simulations, employing identical cuts (described in
sec. 3.2) as to the data. Since in Pythia 8.1 no femtoscopic effects are implemented, the correlation
function is expected to be driven purely by non-femtoscopic correlations. As the multiplicity and kT

integrated correlation function of π+–π+ and π−–π− are consistent within the respective uncertainties,
the sum of both denoted by π–π will always be shown, the ratio between π+–π+ and π−–π− is shown in
the appendix C. The π–π correlation functions were obtained in five kT-bins, namely 0.15–0.30, 0.30–
0.50, 0.50–0.70, 0.70–1.5GeV/c, for the multiplicity classes of NCh ∈ [0 − 18], NCh ∈ [19 − 30] and
NCh > 30 and are displayed in Fig. 5.6. In most of the kT bins a flat behaviour at low k∗ values is
observed, although in some cases a depletion is visible. The agreement between simulation and data, at
k∗ values above 250MeV/c, where no final state interaction is present, becomes better with increasing
multiplicity and increasing values for kT. The largest deviation is found in the last three kT bins in the
first multiplicity bin.

A very similar behaviour of Pythia was observed in a study of identical charge kaon and pion femtoscopic
correlations [39]. In order to account for the background, C(k∗) computed from data are divided by the
C(k∗) from the simulation. This ratio will from now on be referred to as corrected correlation function.
Due to the non-perfect description of the background provided by Pythia, the remaining discrepancy is
modeled by assuming either a linear or a quadratic baseline. The parameters of the baseline will be left
free during the subsequent fitting procedure.

Due to the highly non-monotonic behaviour of the MC correlation at small k∗ values, additional sys-
tematic checks have been performed regarding the sphericity determination, which could influence the
correlation shape in that region. In particular, the condition of requiring events containing at least 3
tracks with a minimum pT of 0.5GeV/c has been varied to 0.4GeV/c and 0.6GeV/c (see Fig. 5.7 and
Fig. 5.8). It was found that the ratio at small k∗ between the correlation functions computed from
data and MC simulation is not strongly sensitive to this criterion. Hence using the corrected correla-
tion functions does not introduce any bias to the analysis. Changing the parameters for the sphericity
calculation modifies the sub-sample of analysed events. Therefore for the sphericity no contribution to
the systematic uncertainty is considered. For all following correlation functions the default value for
the pT resolution of 0.5GeV/c is used.

5.4 Modeling of the correlation function

For the π–π correlation function the Coulomb interaction and symmetrization of the wave-function
are considered and the theoretical modelling is performed using CATS [57]. The range of the strong
π–π interaction is expected to be around 0.2 fm [58], therefore for typical source sizes in pp collisions of
1 fm, the imprint of the interaction on the correlation function should be in approximation negligible.
Furthermore the scattering length [59] aI=2

0 = −0.0444 fm is very small, hence only a subtle modification
of the momenta is due to the interaction is expected. Fig. 5.9 shows the theoretical correlation function
where a Gaussian source with a radius r0 = 1.5 fm4 was assumed. The functional form of a Gaussian

4This value for the radius is chosen arbitrary, and only serves for demonstration purposes.
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Figure 5.6: Display of all the correlation function obtained from data and MC in all the considered
multiplicity and kT bins.

source reads

S(r∗) =
1

(4πr2
0)3/2

exp

{(
− r
∗2

4r2
0

)}
, (5.12)

where r0 is the size of the source. The correlation function is above unity due to the effect of the Bose-
Einstein statistics, except at k∗ < 20MeV/c, which shows a strong depletion due the now dominant
Coulomb interaction, which is repulsive for a pair of same charge pions. The width of the correlation
function strongly depends on the source size.

As already shown in sec. 5.2, for the C(k∗) the final decomposition is given by:

Cmodel(k
∗) = 1 + λgenuine · (Cgenuine(k

∗)− 1)

+ λfeed · (Cfeed(k∗)− 1) + λmisid · (Cmisid(k∗)− 1). (5.8)

The residual correlations are Cfeed(k∗) and Cmisid(k∗). Due to the large cτres of the weak components
and the usage of misidentified particles, the correlations associated with Cfeed and Cmisid are assumed
to be flat and thus equal to unity. This simplifies the above relation to

Cmodel(k
∗) = 1 + λgenuine · (Cgenuine(k

∗)− 1), (5.13)

where the only remaining contribution is due to genuine charged pions.

The study of the non-femtoscopic background was described in sec. 5.3, where it was concluded that
building the ratio of correlation functions computed from data and MC simulations can partially remove
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Figure 5.7: Display of all the correlation function obtained from data and MC in all the considered
multiplicity and kT bins with a pT resolution cut of 0.4GeV/c.

the mini-jet background. However, as the description of the long-range correlations present in the data
is imperfect, it is expected that even after this correction a residual non-femtoscopic background is still
persistent in the ratio. In order to account for the remaining contamination, a polynomial baseline is
introduced. As a conservative approach, and to study the associated systematic uncertainty, either a
linear or quadratic polynomial is assumed. The fitting function reads

CFit(k
∗) = (a+ b · k∗ + c · k∗2) · Cmodel(k

∗), (5.14)

where Cmodel(k
∗) incorporates the theoretical model, which includes the effects of Coulomb and quantum

statistics, and is scaled with the corresponding λ parameter as discussed in sec. 5.2. The free fit
parameters are the polynomial factors a, b, c and the radius of the Gaussian source, which is included
in the computation of Cmodel(k

∗). Details on the emitting source are given in the next section.

5.5 Modeling of the femtoscopic source

5.5.1 Overview

One of the main motivations for studying the particle emitting source in small systems, e.g. pp colli-
sions, is to test the hypothesis of an universal spatio–temporal hadronisation for all hadrons. On one
hand, this would help to understand the QCD related properties of the hadronisation process. On
the other hand, constraining the emission can be used to employ femtoscopy as a tool to study the
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Figure 5.8: Display of all the correlation function obtained from data and MC in all the considered
multiplicity and kT bins with a pT resolution cut of 0.6GeV/c.

strong interaction among exotic particle pairs, such as p–Ξ or p–Ω, that are otherwise experimentally
inaccessible [13].

The Koonin-Pratt equation has two main ingredients: the source and the interaction. Since the cor-
relation function is an integrated quantity, to test either of the two with a good precision requires the
knowledge of the other. Hence, studying the interaction potential, requires the source to be fixed from
a system where the interaction is better constrained, such as p-p. In [8] it was demonstrated that the
p–p and p–Λ systems have essentially an identical source function, when studied as a function of mT

and explicitly correcting for particle production via the decays of strong lived resonances. This study is
seen as a solid proof for the common source hypothesis, if applied to the baryon-baryon sector, which
corresponds to large mT values between 1 and 2.5GeV/c2.

After the successful application of the method in the baryon-baryon sector the question arises whether
this prescription is valid for all types of particles, and in particular for light mesons, such as charged
pions, which can probe the mT region below 1GeV/c2. It is well established that a Gaussian emission
profile fails to describe the C(k∗) of identical pions in small collision systems, and that the best fits to the
available data are provided by an exponential source [5, 6, 60]. This observation is often attributed to
the large fraction of charged pions originating from strongly decaying short-lived resonances. However,
while this claim is widely accepted, it was never quantitatively tested, and this work aims at elaborating
on the subject.

In accordance to the baryon-baryon analysis, a Gaussian emission profile for all primordial particles and
resonances is assumed. The amount and composition of the feed-down into charged pions from strong
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Figure 5.9: Theoretical correlation function for π–π obtained with CATS, The source radius is r0 =
1.5 fm. The red correlation function exclusively includes the symmetrization of the wave-function for
bosons, while the blue one only the repulsive Coulomb interaction between same charge particles.
The black correlation function incorporates both effects and is the result of the interplay between the
symmetrization of the wave-function and the repulsive Coulomb interaction.

decays are determined from Thermal-FIST, while the kinematics are fixed from the EPOS transport
model [25, 49], as stated in ch. 4. The modification of the source size is computed by the already existing
Monte-Carlo procedure [8], which is explained in the next section.

5.5.2 Non-gaussian contributions to the source function

As demonstrated in [8], strongly decaying short-lived resonances can significantly distort the Gaussian
profile of the source. According to the work of U. Wiedemann and U. Heinz [61] all resonances of width
smaller then 1MeV (cτ > 200 fm) can safely be considered as long-lived, leading to an essentially flat
correlation signal. This allows to describe these resonances by using the formalism of the λ-parameters
(see ch. 5.2). However, pions are also affected by resonances with intermediate lifetimes, in particular
ω(782) with a cτres = 23 fm.

Quantifying the effect of the resonances analytically is challenging, even if the angular dependence in
the emission is ignored. For this reason using a Monte-Carlo procedure is a more practical choice,
as already demonstrated for baryon-baryon pairs [8]. This procedure has now been extended to the
pion-pion analysis, and it relies on the input from Thermal-FIST regarding the yields of the resonances
and on the EPOS model to fix the kinematics of the primordial emission. The latter is sketched in
Fig. 5.10.

The ansatz is that all primordial particles or resonances are emitted at an initial distance r∗core. In case
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Resonance 1 Resonance 2

Figure 5.10: Depiction showcasing the propagation of resonances from an initial relative emission r∗core

to the final separation r∗. All computations are performed in the rest frame of the daughters. If one
of the initial state particles is not a resonance but a primordial particle of the investigated species, the
corresponding s∗res is set to zero. Shown is a reproduction from [8].

a resonance is emitted, before decaying into a charged pion it will travel an average decay-length (s∗res)
given by

s∗res = β∗resγ
∗
resτres =

p∗res

mres
τres, (5.15)

leading to a modification of the relative distance r∗ between the measured pair of charged pions. In
Eq. (5.15) p∗res is the momentum, mres is the mass and τres is the lifetime of the corresponding reson-
ance.

The modification of the source function can be expressed with the following vector relation:

r∗ = r∗core − sres,1 + sres,2, (5.16)

where r∗ is the distance between the final pair of interest, after their two mother resonances have been
propagated by sres,1 and sres,2 respectively. The minus sign in front of sres,1 is chosen in accordance with
the geometrical definition of the process presented in Fig. 5.10. The source function is described by the
distribution of the magnitude of r∗, which can only be evaluated by knowing the relative orientation
of all vectors. This non-trivial task requires the usage of a transport model. In the presented work
this has been achieved by using the EPOS model. Using the dot-product of (r∗ · r∗) (Eq. (5.16)) the
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corresponding magnitude can be evaluated:

(r∗)2 = r∗2core +
p∗2res,1

M2
res,1

τ2
res,1 +

p∗2res,2

M2
res,2

τ2
res,2

− 2r∗core

p∗res,1

Mres,1
τres,1cos( 6 r∗core,p

∗
res,1)

+ 2r∗core

p∗res,2

Mres,2
τres,2cos( 6 r∗core,p

∗
res,2)

− 2
p∗res,1p

∗
res,2

Mres,1Mres,2
τres,1τres,2cos( 6 p∗res,1,p

∗
res,2) (5.17)

Three different scenarios regarding the origin of the pair of charged pions need to be taken into account:
primordial-primordial, primordial-resonance, and resonance-resonance pairs. The probability of each
scenario is given by PP , PP̃ , and P̃ P̃ , where P is the fraction of primordial charged pions and P̃ = 1−P
is the fraction of charged pions originating from short-lived resonances. These fractions are evaluated
using Thermal-FIST5 (see sec. 4.1) to be P = 0.318 and P̃ = 0.682. The total source can hence be
decomposed to

S(r∗) = PP × SPP (r∗) + PP̃ × SPP̃ (r∗) + P̃ P̃ × SP̃ P̃ (r∗). (5.18)

The full Monte-Carlo procedure used to generate the source function is summarized as follows:

1. The amount of resonances and primordial yields for charged pions are estimated using Thermal-
FIST. This information allows to evaluate the average mass

〈
meff

res

〉
and lifetime

〈
cτ eff

res

〉
of the

contributing resonances.

2. Primordial charged pions and resonances are selected from EPOS events, with the constraint to
reproduce

〈
meff

res

〉
and

〈
cτ eff

res

〉
. For the selection 21× 106 events were produced, for which EPOS

was tuned to pp collisions at
√
s = 13TeV. An acceptance cut of |η| < 0.5 was applied in order

to match the region to which Thermal-FIST is fine tuned.

3. The selected EPOS particles are paired according to two scenarios: primordial-resonance and
resonance-resonance pairs. As r∗ coincides with r∗core in the case of primordial-primordial pair
this case is excluded from further processing.

4. Each generated pair is processed further, by propagating and decaying the resonances using TGen-
PhaseSpace1. This has been performed by using the averaged values

〈
meff

res

〉
and

〈
cτ eff

res

〉
computed

above.

5. The system is boosted into the pair rest frame of the final-state charged pions.

6. Only particles that are subject to the femtoscopic analysis (k∗cutoff = 200MeV/c) are concidered
for the description of the source function.

7. The separation between the final particles is evaluated following Eq. (5.17), where r∗core is sampled
from a Gaussian emission of width rcore (see Eq. (5.12)), the masses and lifetimes are fixed to〈
meff

res

〉
and

〈
cτ eff

res

〉
and the angles are taken from EPOS.

5As previously the fractions are properly re-normalized in order to exclude contributions from long-lived strongly decaying
resonances.

1ROOT functionality for simulating n-body decays: https://root.cern.ch/doc/master/classTGenPhaseSpace.html
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Figure 5.11: The distribution of α = 6 (r∗core, p
∗
res,1) for pairs of charged pions and protons. The light

red (blue) represents α in the case only one of the charged pions (protons) originated from a resonance
while the other one is primordial, the dark red (blue) represents the case if both charged pions (protons)
originated from resonances. Both distributions are peaked at a preferred back-to-back emission of the
resonances, although for the case of two charged pions originating from resonances there is a significant
amount of resonances emitted back towards the origin of primoridal emission.

8. This procedure is repeated iteratively starting from step nr. 3 until a sufficiently fine distribution
for the source function S(r∗) is obtained. Each iteration is performed only for one of the three
possible scenarios in Eq. 5.18. The scenario is chosen according to the associated probability
calculated from the fractions predicted by Thermal-FIST.

5.5.3 Effect of resonances on the pion source

The angular distribution of α = 6 (r∗core, p
∗
res,1) as seen in Fig. 5.11 is different for π–π compared to the

baryon-baryon pairs [8]. The differences arise due to the involved kinematics of the emitted resonances,
in the case of charged pions the

〈
meff

res

〉
is lighter by 200MeV/c2, which facilitates very different kinematics

for daughter pions compared to daughter baryons. These kinematic disparities result in much larger
boost parameters to the center of mass system of the daughters, causing some daughter charged pions
to be emitted in the direction of origin.

In the following, the effect of the resonance yield and composition on the source distribution as well
as the resulting correlation function will be investigated using a Monte Carlo toy simulation. The
goal is to understand how resonances with intermediate τres are deforming the source and explain the
reason for including the long-lived (cτres > 5 fm) strongly decaying resonances in the λ-parameter of the
weak-component (see sec. 5.2).

38



5.5 Modeling of the femtoscopic source

The correlation functions are modeled by CATS, where correlations due to Bose-Einstein statistics as
well as the Coulomb interaction are included and a Gaussian emission source of 1.5 fm6 is set-up. The
angular distribution from EPOS (Fig. 5.11) is used in all cases, while the effect of the resonances is
studied in a step-wise procedure. For each step the resulting source distribution as well as correlation
function are shown. The steps are summarized below, the relevant figures are Fig. 5.12-5.18.

1. No contribution from resonances, only a Gaussian source with radius r0 = 1.5 fm (Fig. 5.12).

2. Adding the effect of all short lived resonances with cτres < 1 fm, which account for 15% of the
charged pion yield (Fig. 5.13). The effect on the source function is only minor, but interestingly it
results in a preferred emission of the particles at even closer distances then the core. The reason
is related to the angular distributions shown in Fig. 5.11, which allows for a certain fraction of the
particles to propagate towards the emission source. The very small lifetime of these resonances
means that they decay before reaching the “opposite” side of the origin, leading (on average) to
r∗ < r∗core. This effect is reflected to the correlation function by a slight increase in the long-range
k∗ correlation.

3. Adding the effect of the ρ resonances with cτres = 1.3 fm, accounting for an additional (total)
17.5% (32.5%) of the charged pion yield (Fig. 5.14). The cτres of this resonance is large enough
to see some enhancement of the tail of the source, however it is still small enough so that some
particles end up at r∗ < r∗core. In terms of the correlation function, the latter results in a further
increase in the long-range correlation, while the former translates into a shift of the maximum in
C(k∗) towards lower k∗. This already resembles the features of an exponential source.

4. Adding the effect of all resonances with cτres < 5 fm, accounting for an additional (total) 27.5%
(60%) of the charged pion yield (Fig. 5.15). The additional resonances are longer lived compared
to rcore, for this reason even if some resonances propagate inwards to the origin of the source,
they will most likely decay a few fermi on the opposite side of the origin, resulting in an effective
increase of r∗ and a significant increase in the tail of the source function. For the correlation
function this implies only a modification of the low k∗ region, in which the maximum strength of
the correlation signal is shifted towards even lower k∗.

5. Adding the effect of ω(782) with cτres = 23 fm, accounting for an additional (total) 7.5% (67.5%)
of the charged pion yield (Fig. 5.16). Due to the long lifetime of the ω(782), the net effect is an
overall dampening of the source function, with a large amount of the yield shifted towards the
tail of the distribution. The shape of the correlation function is determined by the shape of the
source function at distances comparable to rcore, while the long tail of the source results in an
approximately flat correlation. For this reason, if the source is suppressed by a constant factor at
low r∗, the effect on C(k∗) should be identical and can be modeled by an additional λ parameter,
leading to Cλ(k∗) = 1+λ(C(k∗)−1). The gray line in Fig. 5.16 represents the correlation function
from the previous step, scaled down by the appropriate amount (based on the yield of ω(782)),
while the green line treats the ω(782) properly by including it in the source function. There is a
small difference, however in a good approximation it can be neglected, implying that the leading
order effect of the ω(782) is a reduction the strength of the correlation signal, without modifying
the shape. This is the same effect as in the case of a weak decay.

6. Adding the effect of all remaining long lived resonances with cτres > 23 fm, accounting for an
additional (total) 5.5% (73%) of the charged pion yield (Fig. 5.17). Here the expectation is to
see no significant modifications to the shape S(r∗) at small distances, and correspondingly no

6This value for the radius is chosen arbitrary, and only serves for demonstration purposes.
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Figure 5.12: The pure Gaussian source (left) and the corresponding correlation function (right).
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Figure 5.13: The inclusion of resonances with cτres < 1 fm leads to a marginal change in the source (left),
due to the short lifetime. The resulting correlation function (right) shows only minor modifications in
the long-range part.

difference in the shape of C(k∗). The only difference is a reduction of the overall amplitude of
both, which as before can be modeled by an effective λ parameter. This is confirmed by Fig. 5.17.

7. Finally the result is compared to an exponential source (Fig. 5.18). The latter is known to provide
a good modeling for the π–π source, which within the hypothesis adopted for this work can be
interpreted as the effect of strongly decaying resonances on top of a Gaussian core source.

The investigation above provides two important qualitative insights. The first is that including the
resonances with cτres > 5 fm into the λfeed is well motivated. The second is an understanding why
charged pions are well modeled using an exponential source, namely the resonances with cτres < 5 fm
enhance the long-range correlations, leading to a shift of the maximum of the correlation function
towards lower k∗.

5.6 Fitting the correlation function

In this work the evaluation of the theoretical correlation functions has been performed using the CATS
framework [57]. The main functionalities of the framework are outlined in this section.

The evaluation of correlation functions is problematic within analytical models. The main limitation is
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Figure 5.14: The inclusion of the ρ meson leads to a more visible modification to the source (left), as
the lifetime of cτres = 1.3 fm is comparable to rcore. The associated correlation function (right) shows
slight modifications as long-range correlation increase and the maximum shifts towards lower r∗. This
feature resembles exponential sources.
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Figure 5.15: The inclusion of longer lived resonances with cτres < 5 fm has a large impact on the shape
of the correlation (right) at smaller k∗, with the maximum in C(k∗) shifted towards lower values. This
is related to the appearance of large exponential tail in the source distribution (left), that is non-flat in
the region of rcore. This is a similar effect as in the case of an exponential source (Fig. 5.18).
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Figure 5.16: The inclusion of the ω(782) with cτres = 23 fm mostly results in a decrease in the amplitude
in the source (left) by a constant factor. The rest of the yield is shifted towards a very long exponential
tail. The gray lines represent S(r∗) and C(k∗) from Fig. 5.15 scaled down by a factor (λ parameter)
reflecting the amount of pion pairs, for which at least one of the particles stems from a ω. It provides
a fairly good description of the true (green) result (right).
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Figure 5.17: The inclusion of even longer lived resonances with cτres > 23 fm into the source (left) can
be perfectly described by absorbing them into the flat feed-down contribution. Leading to a dampening
of the correlation function (right).
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Figure 5.18: A comparison between the Gaussian core with resonances included (red line) to a ex-
ponential source (left). The resulting correlation functions (right) are in good agreement with each
other.

the source profile, denoted by S(r∗) in

C(k∗) =

∫
d3r∗S(r∗)|ψ(r∗, k∗)|2, (1.1)

which has to be analytical, and in case the particles interact strongly, the wave function becomes
non-trivial to model. In case of the latter, the best approach is to solve the two-particle stationary
Schrödinger equation, which reads

Hψ =

[
− h̄

2

2µ
∆ + V

]
ψ = Eψ, (5.19)

where µ = m1m2/(m1 + m2) is the reduced mass of the pair, for an arbitrary provided Hamiltonian
H, which contains every desired potential V of the interaction one is interested in. If necessary, sym-
metrization conditions for the wave function can be imposed, and the Coulomb interaction term can be
added to the potential.

The main advantage of CATS for this work is the ability to include any source distribution to evalu-
ate the correlation function, thus allowing to work with the non-analytical source model presented in
sec. 5.5.
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5.6 Fitting the correlation function

The fitting consists of two steps. The first is the generation of the source function via a dedicated Monte
Carlo procedure, where the effect of all strongly decaying resonances with a cτres < 5 fm is added on-top
of the Gaussian core (details are given in sec. 5.5.2). The second is the evaluation of the correlation
function based on the Koonin-Pratt Eq. (1.1). The final fit function is

CFit(k
∗) = (a+ b · k∗ + c · k∗2) · Cmodel(k

∗). (5.14)

Multiplying the baseline with the correlation function accounts for possible deformations of the cor-
relation signal, as pairs of charged pions can be influenced by background and genuine sources of
correlations at the same time. If the baseline is treated as additive the underlying assumption would
be that correlations carried by the pair are either exclusively induced by the background or the genuine
interaction. The structure of Cmodel(k

∗), is described in sec. 5.4. A detailed description of the relevant
λ-parameters is given in sec. 5.2. Finally the fit is performed with the assumption of a linear or a
quadratic baseline.
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Chapter 6

Evaluation of uncertainties

In the following the treatment of uncertainties for this work will be discussed. The statistical uncertain-
ties are straightforward to handle, nevertheless there are multiple sources of systematic uncertainties
that need to be considered in addition. They are divided into two main categories: related to the data
reconstruction or related to the fit procedure.

6.1 Uncertainties of the data

The relevant sources of uncertainty for the data are the reconstruction of the tracks, and the corres-
ponding topological and kinematic cuts. Hence, the previously reported selection criteria of the charged
pions, see sec. 3.2, are modified according to Tab. 6.1, where all cuts are varied simultaneously within
their specified ranges, by sampling from flat underlying distributions. For each such randomly generated
set of cuts the resulting corrected correlation function is evaluated. The distribution of C(k∗) values
for each k∗-bin are assumed to follow a uniform distribution, and the uncertainty is assigned to the
corresponding standard deviation. The latter is defined as | min−max | /

√
12, where min(max) is the

minimum(maximum) value of the distribution of all the extracted ratios of correlation functions in the
examined bin.

Only correlation functions for which the pair yield of charged pions is within ±20 % with respect to the
pair yield extracted by using the default values were considered for the calculation of the systematic
uncertainty. This has the advantage that the statistical uncertainty of the variations will not be signi-
ficantly altered. Moreover, the λ-parameters are evaluated for the default values, thus the systematic
variations have to be small enough as to not to introduce a large bias. In total 38 correlation functions
were obtained using this procedure.

Variable Default Variation
pT (GeV/c) 0.14-4.0 0.11-5.0
|η| 0.8 0.6-0.9
nTPCCluster 75 75-90
DCAxy,z (cm) 0.3 0.25-0.35
CPR ∆η 0.1 0.08-0.14
CPR ∆φ 0.1 0.08-0.14

Table 6.1: Variation ranges of different selection criteria of pions candidates used for the π–π correlation
function. For each derived variation all the cuts were varied within their respective bounds shown above.

Fig. 6.1 shows the relative systematic uncertainty for the first kT-bin (0.15–0.30 GeV/c) of the second
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Chapter 6 Evaluation of uncertainties

multiplicity bin (NCh ∈ [19 − 30]). The remaining plots are shown in the appendix D. In general the
uncertainties are found to be largest in the first k∗-bins, about 3.0% but overall for k∗ larger then
10MeV/c they are below 1%.
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Figure 6.1: The relative systematic uncertainty for π–π correlation functions in the first kT-bin (0.15–
0.30) of the second multiplicity bin (NCh ∈ [19− 30]).

6.2 Uncertainties of the fitting procedure

Assuming that the statistical and systematic uncertainties are independent from one another, the sys-
tematic uncertainty can be expressed as Eq. 6.1,

∆xsyst =
√

∆x2
tot −∆x2

stat, (6.1)

where ∆xtot is the total uncertainty, and ∆xstat is the statistical one. They can be separately evaluated,
by employing the Bootstrap method [62]. This is an iterative numerical procedure, that randomly
samples, bin-by-bin, the correlation function according to the experimental mean value and uncertainty.
The random sampled correlation can than be fitted again, obtaining slightly different model parameters,
e.g. rcore. Repeating the procedure multiple times allows to extract the corresponding rcore distribution,
the standard deviation of which corresponds to the statistical uncertainty (∆xstat). Obtaining ∆xtot

is similar, however it contains additional sampling steps related to the systematic uncertainties. In
particular, the correlation function is first randomly sampled from the pool of 38 variations obtained
in sec. 6.1. In addition, the λfeed is sampled randomly within 10% of the default value, while the
upper fit ranged is sampled from the region [327.6, 400.4]MeV/c. After that the standard Bootstrap
method (e.g. resampling of the correlation function) is applied, leading to the determination of ∆xtot.
Finally, ∆xsyst is obtained from Eq. 6.1. Both the statistical and total uncertainties are obtained based
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6.2 Uncertainties of the fitting procedure

on 45 iterations within the above described Bootstrap procedure. In general the Bootstrap method is
employed to resample gathered data in order to effectively increase the amount of samples available to
perform statistical analysis.
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Chapter 7

Results and Discussion

The corrected same charge pion correlation functions are obtained from MB pp collision at
√
s =

13TeV. The fit results, differentially presented for each kT-multiplicity bin, using the linear background
assumption are shown in Figs. 7.1-7.3, while the fits using a quadratic polynomial are shown in Figs. 7.4-
7.6. Every extracted corrected correlation function lies above unity indicating the attractive interaction
expected to occur between two bosons such as pions. The decreasing of the correlation signal within
the first few k∗ bins is due to the repulsive Coulomb interaction. It should be noted that due to missing
entries in the same event distribution the first few k∗ bins are not filled for every correlation, e.g. for
NCh ∈ [0− 18] in kT-bin 0.15–0.30GeV/c the first bin is missing.

In general the fits with a linear background seem to underestimate the data for k∗ < 30MeV/c, while
the quadratic baseline better reproduces the data. For values of k∗ above 100MeV/c, the data are well
described by the fit independently on the baseline assumption. For the highest kT-bin the correlation
signal is slightly suppressed for the NCh ∈ [0− 18] as well as for the NCh ∈ [19− 30], while for the
highest multiplicity class of NCh > 30 this effect is not observed. This behaviour might be explained in
part by the fact that the production of high kT charged pion pairs in low multiplicity events is, due to
energy-momentum conservation, highly suppressed. In addition, even for high kT and low multiplicity
events, the resolution criteria for the sphericity calculation is employed, which only selects events if at
least 3 tracks with pT > 0.5GeV/c are available. Hence the resolution criteria poses a constraint on the
phase space.

7.1 Extracted mT scaling behaviour of the source size

The average transverse mass is determined, from the average values 〈kT〉 in the selected kT-bins, since
〈mT〉 =

√
m2
π± + 〈kT〉2. The average values 〈kT〉 are calculated by evaluating the weighted average

of the kT distribution of the pairs from the same event and are obtained for each kT-bin. In Fig. 7.7
the values of the core radius rcore, obtained from the fits using the linear and quadratic baseline, are
shown as a function of 〈mT〉. In the bottom panel the corresponding reduced chi square χ2/NDF are
presented. The reported values of χ2/NDF represent the mean of the distribution of reduced chi square
obtained from the bootstrap fit procedure. The range for the calculation of χ2/NDF was restricted to
6 < k∗ < 100 MeV/c in order to be more sensitive to the source size, while any deviations at larger
k* values are most likely related to the non-femtoscopic effects. The first bin which corresponds to
k∗ < 6 MeV/c is excluded from the calculation as this data-point shows very large uncertainties.

For every multiplicity class the extracted rcore is decreasing for increasing 〈mT〉. A similar trend has
been observed in the extracted rcore obtained from analysing baryon-baryon pairs as p–p and p–Λ [8],
suggesting a common emitting source for baryons in ultra relativistic pp collisions. For the highest
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Figure 7.1: Results of the femtoscopic fit with a linear baseline in the first multiplicity binNCh ∈ [0−18].

kT-bin (0.90–1.5 GeV/c) and the largest multiplicity classes (NCh > 30), a value for rcore between,
0.98 ± 0.02(stat.) ± 0.08(syst.) fm and 1.45 ± 0.01(stat.) ± 0.09(syst.) fm was extracted. This is
remarkably close to the value of 1.31 ± 0.01(stat.) ± 0.03(syst.) fm for rcore found in baryon-baryon
femtoscopy1 (see Fig. 7.8). A coinciding of the extracted rcore values indicates a common emission
source for baryons and mesons as well as possible feed down resonances. A direct comparison between
the rcore, which are obtained in the pair rest frame, of meson and baryon pairs might be hampered by
the very different transverse boosts(γT = kT/mT) for the pairs. In [63] this effect was investigated and
a simple rescaling by 1/f , with f =

√
(
√
γT + 2)/3 was proposed in order to account for the kinematic

differences. Applying the pair dependant rescaling to the central values for the rcore, obtained from the
largest mT and multiplicity bin as well as for the lowest mT bin available in the baryon–baryon analysis
yields, a rcore between 1.14 fm and 1.69 fm for the charged pions and 1.35 fm for the protons. Hence,
even if rcore is corrected for possible kinematic differences the obtained values remain remarkably close to

1One should note that for the baryon-baryon femtoscopy high-multiplicity events were analysed, and hence only have a
comparable NCh value in the NCh > 30 class of this work.
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Figure 7.2: Results of the femtoscopic fit with a linear baseline in the second multiplicity binNCh ∈ [19−
30].

each other. Although definite conclusions on the exact trend of the 〈mT〉-scaling are due to the sizeable
systematic uncertainties currently not possible, the result builds confidence that the universal source
model may indeed be applied to the whole hadron–hadron sector and therefore constitute a meaning
contribution to our understanding of hadronization in small systems.

The scaling behaviour is well described in heavy-ion collisions by means of hydrodynamic models with
negligible transverse flow and common freeze-out [63–65]. Recent measurements performed in pp colli-
sions of non-vanishing ν2 coefficients in multi-particle cumulants [66, 67], observations of double-ridge
structures on the near and away side in two-particle correlations [14, 15] and enhanced strangeness
production [16, 17] indicate a possible presence of collective effects, as radial flow, also in small systems.
The results presented in this thesis on the scaling of the emitting source provide an additional support
for such a scenario. Within the picture of radial flow the plateau of extracted core radii for the first two
〈mT〉-bins is expected.
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Figure 7.3: Results of the femtoscopic fit with a linear baseline in the third multiplicity bin NCh > 30.

As an additional cross-check the data was also fitted with an exponential source, typically used in
π–π femtoscopic analyses [18–20]. The fact that the mT scaling behaviour is observed regardless of
the assumption of the source function as well as the polynomial for the parametrization of the residual
non-femtoscopic background, points to the conclusion that the observed trend is a physical feature of
the data and not an artifact introduced in the fitting procedure.

The data seem to favour a quadratic baseline, as for each radii the corresponding χ2/NDF (lower panels
in the Fig. 7.7) is lower or comparable with respect to the examined case of a linear baseline. In
general the quality of the fit improves with larger kT values, however, especially for the low kT-bins,
the deviation from unity is striking, suggesting that the employed model for the fit is not optimal.
Improvements can be achieved either by changing the strategy of assessing the mini-jet background
present in the sample or trying to understand possible differences in the source for different kT-bins.
The former might be achieved by studying the mixed charge pion correlations, as the Bose-Einstein
correlations are absent while the same shape for the mini-jet background is expected, although in this
case the contamination introduced into the correlation due to resonances must be taken into account.
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Figure 7.4: Results of the femtoscopic fit with a quadratic baseline in the first multiplicity binNCh ∈ [0−
18].

The contributions of resonances to the correlation signal are peak structures. The k∗ in which the
resonance contributes can be estimated by calculating the corresponding two-body decay, which gives
the threshold at which k∗ the resonance feeds into the k∗-bins. The width of the peak depends on the
width of the feeding resonance.

For the first time a qualitative description of π–π correlations was achieved using a Gaussian distribution,
modified by resonances, instead of defaulting to a traditional exponential source. This was possible by
utilizing a novel technique introduced in previous femtoscopic studies [8], which allows via the use of
statistic hadronization model calculations and transport models to explicitly account for the source
deformation caused by the feed down of resonances. This work represents the first application of this
technique to the meson–meson sector and allowed to extract the mT scaling for the core radius.
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Figure 7.5: Results of the femtoscopic fit with a quadratic baseline in the second multiplicity bin
NCh ∈ [19− 30].
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Figure 7.6: Results of the femtoscopic fit with a quadratic baseline in the third multiplicity binNCh > 30.
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Figure 7.7: Extracted radii from the fit as a function of mT for the three different multiplicity bins.
The bottom panel shows the χ2/NDF values for each 〈mT〉-bin, these prefer the Pol2 baseline. From
top to bottom: NCh ∈ [0 − 18], NCh ∈ [19 − 30] and NCh > 30. The systematic uncertainties are
represented by colored boxes in the rcore vs. 〈mT〉 plots.

56



7.1 Extracted mT scaling behaviour of the source size

ALI-PUB-483616

Figure 7.8: Source scaling extracted from baryon-baryon femtoscopy taken from [8].
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Chapter 8

Summary and Outlook

Within this work, for the first time a qualitative description of the charged pion source is presented
employing a Gaussian source, which incorporates the effect of strongly decaying resonances. It has been
verified, that the source of charged pions carries significant exponential tails and hence can be paramet-
rized by Cauchy or Levy-Stable distributions. This was achieved by extracting π–π correlation functions
from minimum bias pp collisions at

√
s of 13TeV from ALICE data. It was further investigated, how

resonances with intermediate lifetimes should be treated. An mT scaling consistent with measurements
of the baryon-baryon system [8] was found, providing further hints for a common emission source for all
hadrons. As emphasized in the introduction the understanding of the mechanisms of hadronization is
still incomplete and this study is important to understand how pions are produced within our current
understanding. In principle this work could prove useful in improving and refining transport models as
most are currently neglecting the importance of space coordinates for the production of the particles.
Furthermore, since now the pion source is well understood and the modelling of the source has proven to
be useful even within the meson-meson sector, the pathway is opened to study even more complicated
particle pairings which include a pion. A prominent example would be the anti-kaon proton system
[26], both particles are copiously produced, however, cannot be fully understood without accounting for
coupled channels. Specifically for this system the driving coupled channels dynamics are due to π–Σ
and π–Λ correlations, for which a precise knowledge about the pion source is needed.

Lastly a short outlook how the source model can further refined will be given. In this work the com-
position of the feed-down to the charged pions was assumed to be the same for each kT-bin. This might
prove to be a too crude approximation, as the kT-intervals probe different parts of the pT spectrum
of the charged pions. This means that especially for low kT values the softer part of the charged pion
spectra is included, most likely resulting in a higher contribution of short-lived strong resonances. This
could potentially modify the resonance contribution in the different kT-bins, and would hence necessit-
ate a source for each kT-bin separately. The reason why this effect may not play a role in the case of the
previously conducted baryon-baryon femtoscopic studies lies within the fact that only the pT spectrum
of the pions shows a large enhancement in the soft part of the spectrum due to the copious feed-down
from resonances, whereas e.g. the pT spectrum for the protons or Λ’s does not. Taking this effect into
account the χ2/NDF for the fits might improve. Investigations regarding the pT differential feed-down
of resonances to the charged pion spectra are currently ongoing.
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Appendix A

Software packages

Figure A.1: Graphical representation of the usage of AliRoot taken from [68].

The processing of the gathered data is performed within the AliRoot1 framework [69], which itself
is derived from ROOT [70]. AliRoot provides all necessary base functionalities, which are needed to
calculate basic physics observables and furthermore is used for the calibration of the detector, the
reconstruction of events and finally data visualization. Additionally AliRoot is compatible with Monte
Carlo event generators and also allows for the processing of simulated event data. Another important
part of the ALICE software is AliPhysics, in which each user implements their own specific analysis task.
For this work the code of the analysis was developed within the FemtoDream framework for correlation
functions, which is part of AliPhysics.

1The software can be found at: https://github.com/alisw/AliPhysics.
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Appendix B

DCA template fits: Plots for pT-bins
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Figure B.1: DCA template fit to the experimental π+ distributions for several pT bins. A summary
of the extracted fractions is presented in the lower right plot, the pT weighted values are indicated by
dotted lines. The results are obtained by performing a template fit with from Monte Carlo generated
templates to the experimental DCA distributions of charged pions, which contain primary and secondary
particles.
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Appendix B DCA template fits: Plots for pT-bins
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Figure B.2: DCA template fit to the experimental π− distributions for several pT bins. A summary
of the extracted fractions is presented in the lower right plot, the pT weighted values are indicated by
dotted lines. The results are obtained by performing a template fit with from Monte Carlo generated
templates to the experimental DCA distributions of charged pions, which contain primary and secondary
particles.
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Appendix C

Correlation functions: Plots for π+–π+ and
π−–π−

The correlation function for π+–π+ and π−–π− as well as the belonging ratio is shown.
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Figure C.1: The kT and minimum bias multiplicity integrated correlation functions for π+–π+ and
π−–π− . The ratio is shown below and is consistent with unity.
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Appendix D

Uncertainty of the data: Plots for kT-bins per
multiplicity bin

In this appendix the relative systematic uncertainties for all kT bins in all multiplicity bins are reported.
From left to right the kT bin increases.
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Appendix D Uncertainty of the data: Plots for kT-bins per multiplicity bin
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Figure D.1: The relative systematic error for π+–π+ correlation functions in the first multiplicity bin
NCh ∈ [1− 18].
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Figure D.2: The relative systematic error for π+–π+ correlation functions in the second multiplicity bin
NCh ∈ [19− 30].
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Appendix D Uncertainty of the data: Plots for kT-bins per multiplicity bin
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Figure D.3: The relative systematic error for π+–π+ correlation functions in the third multiplicity bin
NCh > 30.
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