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Summary

The ALICE experiment at CERN is planning a major upgrade of its main central
tracking device, the Time Projection Chamber (TPC), for the upcoming RUN 3 at
LHC, beyond 2019. The present TPC uses gated Multi-Wire Proportional Chambers
(MWPCs) with pad readout to amplify and read out the signal. The gate consist of
a grid of wires that collects the ions produced in the ampli�cation process, to prevent
them from drifting back in the drift volume, which would eventually lead to deviations
of the electrons trajectories and thus to distortions of the reconstructed tracks (space-
charge e�ect). The gating grid also blocks the electrons from the ionization tracks,
which in turn involves a dead time in the TPC corresponding to the collection time of
the ions. Due to their low velocity (vion ∼ 10−3 velectron), the maximum read-out rate of
the TPC is currently ∼ 300 Hz [1] in Pb-Pb collisions, much lower than the maximum
collision rate envisaged for RUN 3 (50 kHz).

To fully exploit the capabilities of LHC, it has been planned to substitute the MWPCs
with Gas Electron Multiplier (GEM) detectors [2], which combine a comparable spa-
tial and momentum resolution with an intrinsic suppression of the back-drifting ions,
allowing to operate in a continuous, trigger-less readout mode. A �rst prototype of a
GEM-based TPC Inner Read-Out Chamber (IROC) has been built and commissioned
at the Technische Universität München. One of the most problematic requirements
associated to the LHC environment, especially in the high-multiplicity scenario of Pb-
Pb collisions, is the stability against sparks, that are thought to be triggered by high
charge-densities on the GEM-foils.

A dedicated test of the GEM IROC's stability was performed at the Maier-Leibnitz-
Laboratorium (MLL) with a beam of low energy, highly-ionizing protons. According
to a detailed Geant4 simulation of the experiment, it was possible to reproduce and
even overtake the LHC RUN 3 conditions in terms of ionization density across the
detector and, conversely, current density �owing across the GEM-foils, which is thought
to be the crucial quantity determining sparks. A dedicated read-out was developed to
measure sparks in the detector and correlate them to the beam conditions, allowing a
precise study of its stability. The results allowed to set safety margins both in detector's
gain and particle rate, which indicates that the LHC stability requirements would be
satis�ed.
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Further investigations were carried out around the causes of spark formation in GEM
detectors, which are a still not completely understood. A dedicated R&D project was
started with a small triple-GEM prototype, to study the e�ects of di�erent detector
parameters on stability. The �rst one to be studied was the gas choice. The results
showed a strong e�ect of the quenching gases used in the gas mixture: small di�erences in
their amounts can improve the performances of the detector by orders of magnitude. To
understand the e�ects of the gas proprieties on discharges, a Geant4-based Monte Carlo
simulation of the experiment was carried out, to compute the primary ionization density
expected on the GEM-foils. A new model is proposed to correlate the dependency of
the discharge probability on the detector's gain with the primary charge density in the
GEM-holes. This allowed to estimate a limit of the absolute primary charge densities
sustainable by a triple-GEM detector. The overall agreement with the data suggests
that this model could be successfully adopted to estimate the detector's stability also
in di�erent scenarios, including the LHC one.

This works investigates as well the in�uence of the voltage settings of the di�erent
GEM-foils on stability. The occurrence of sparks was observed to strongly depend on
the order of ampli�cation between GEMs and the transfer �elds. To explain these
e�ects, a dedicated Gar�eld/Magboltz simulation of a GEM detector was developed,
focusing on the study of di�erent proprieties of the ampli�cation process as a function
of the voltages across the GEMs and the electric �elds. Di�erent explanations of the
measurements are proposed, based, again, on the assumption that high charge densities
in the GEM-holes are responsible for the occurrence of discharges.
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Chapter 1

Introduction

1.1 Quark-gluon plasma

In the standard model of particle physics, quantum chromodynamics (QCD) is the
theory that describes the strong force, responsible for the interactions of quarks via
massless bosons, the gluons, according to an extra charge, the color, which can have 3
values (and 3 corresponding negative values). QCD explains the binding energy that
con�nes the quarks into composite particles, the hadrons. Hadrons can thus be classi�ed
according to the valence quarks of which they are composed: mesons, made of a quark-
antiquark pair, and baryons, made of three quarks. The most familiar baryons, protons
and neutrons, are again bound together via the strong force in atoms, which make up
most of the visible matter of the Universe.

The strong force has a peculiar dependence on the energy scale at which it operates.
The strength of the bond between two coupled quarks is, loosely speaking, determined
by the coupling constant of the strong force αs. Renormalization of the quantum �eld
theory introduces a dependence on the energy µ of the process in which αs is probed:

αs(µ) =
4π

β0 log(µ2/Λ2
QCD)

, (1.1)

where β0 = 11−2Nf/3, with Nf �avours, and ΛQCD, the QCD scale, is a free parameter
of the theory, experimentally determined to be ≈ 200 MeV. The low-energy divergence
(below ΛQCD) is responsible for the so-called "color con�nement": when pulling two
quarks apart, it is energetically more favourable to produce new quark-antiquark pairs
instead of free quarks, which have indeed never been observed.

On the other side, there's the so called "asymptotic freedom": αs becomes asymp-
totically smaller at high energies and short distances (below the typical hadrons size,
∼ 1 fm). Under these conditions, a system of weakly interacting quarks and gluons is
thought to be formed: the "quark-gluon plasma" (QGP). Perturbation theory, which
- because of the strong color con�nement - doesn't hold in standard conditions, can
now be applied, allowing precise predictions of key quantities (cross sections, angular
distributions, etc.) and thus a solid benchmark for QCD itself. QGP is a unique phase
of QCD which is created at very high temperature T and/or baryon chemical potential
µb, a physical quantity connected to the pressure of the system. Such conditions are
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thought to be found in high energy experiments, such as those carried out at heavy-ion
colliders (SPS, RHIC, LHC), but also in several astronomical objects such as inner cores
of neutron stars [3], or in the Big Bang itself [4]. The study of QGP - its proprieties
(temperature, density, speed of sound, transfer coe�cients) and evolution (equation
of state) - is thus crucial to understand the behaviour of matter in the most extreme
conditions that we can found in our Universe.

There is also a more fundamental question which still needs a clear answer: how can we
actually describe QGP? The most simple model, an ideal gas of non-interacting quarks
and gluons, actually fails at estimating some simple thermodynamic quantities, e.g. the
energy density ε. According to the Stefan-Boltzmann law, for a system of particles with
Ndof degrees of freedom:

εSB =

∫
d3p

(2π)3
P

eP/T ± 1
≈ π2

30
νNdofT

4 , (1.2)

where ν = 1 for bosons and 7/8 for fermions. For QGP, according to QCD, the degrees of
freedom would be those of free gluons and quarks: Ndof = 2×(n2

c−1)+7/8×4×nc×nf =
37. However, the Stefan-Boltzmann limit εSB lays ∼ 20% above the predictions of the
latest lattice-QCD calculations in the QGP regime (see �g.1.1).

Fig. 1.1: The energy density normalized by T 4 as a function of the temperature on Nt

= 6, 8 and 10 lattices. The Stefan-Boltzmann limit is indicated by an arrow [5].

This suggests that the QGP e�ective degrees of freedom are less than those of free quarks
and gluons. The most natural explanation would then be the appearance of complex
states or collective behaviours, which both add extra constraints to the system. In both
cases, the ideal gas picture would be ruled out. Even if there is neither an analytical

2



proof of this phenomenon, nor a comprehensive theoretical explanation, experimental
evidences arrived at a similar conclusion. What has in fact been discovered at RHIC
and, more recently, con�rmed by the ALICE experiment [6] is that QGP shows strong
collective proprieties, in particular elliptic �ow (see sec.1.2), and that it strongly absorbs
partons propagating through it. Those phenomena have been consistently described by
relativistic hydrodynamical models [7], treating QGP as a quasi-ideal (low viscosity)
liquid. This in turn means a strongly-coupled plasma with very short mean free path,
the opposite of what the naive picture of the asymptotic freedom would suggest! The
origin of this unexpected behaviour is yet to be understood.

In �g.1.2 is shown the predicted phase diagram of quark matter according to the latest
theoretical and experimental results. Apart from the color-con�ned hadron phase and
the QGP, a peculiar color-superconducting (CSC) phase is expected at low T and high
µb (see [8] for a recent review).

Fig. 1.2: The phase diagram of hot and dense QCD for di�erent values of the baryon
chemical potential µb and temperature T (adapted from [9]), illustrating the physics
reaches of SPS, RHIC and the ALICE experiment at the LHC [10].

The transitions of quark matter between di�erent phases can also shed some light on
more fundamental questions connected to the symmetries of QCD, which in turn deter-
mine the proprieties of the hadrons. Since the quarks of the �rst generation (u, d) are
relatively light (mu ≈ 2 MeV, md ≈ 5 MeV), the QCD Lagrangian [11] shows and ap-
proximate chiral symmetry [12], which is thought to hold in the QGP phase, at energies
µ � mu,d, but is spontaneously broken in the vacuum, since the QCD ground state is not
invariant under chiral transformations. The corresponding pseudo-Goldstone bosons are
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the three pions, charged and neutral, and their masses are connected to chiral symmetry
breaking (χSB) through the Gell-Mann-Oakes Renner (GOR) relation:

m2
πf

2
π = −2mq〈qq〉 , (1.3)

the fπ being the pion decay constant and 〈qq〉 the quark-antiquark condensate vacuum
expectation value, which can be used as an order parameter for χSB. This explains the
di�erence between the mass of the pion (mπ ≈ 140 MeV) an that of its constituents.
Recent lattice-QCD calculations have suggested that χSB can happen at temperatures
lower than decon�nement [5] (see �g.1.3), which means that hadrons in a hot and dense
medium can exist in a approximately chiral-symmetric state. Their observation (see
sect.1.2) would be an unambiguous proof that chiral symmetry is actually restored in
the QGP phase.

Fig. 1.3: Lattice-QCD calculations of the order parameters of the decon�nement (left)
and the chiral (right) phase transitions as a function of temperature [13].

Summarizing, the research on QGP investigates the proprieties of systems of quarks and
gluons at very high temperature and/or density, which experiments suggest to be far
from trivial. This topic, apart from the study of QCD itself, has huge implications also
in astrophysics and nuclear physics. These are some of the most important questions
which still need a clear answer:

1. Do the predicted QCD phases at high T/µb (QGP, CSC) really occur?

2. Do the known phase transitions (decon�nement, chiral symmetry restoration) re-
ally occur? At which T/µb? Of which order are they? Is there any critical point?

3. How can we describe QGP? An ideal gas, a �uid or something even di�erent?

4. What are its collective proprieties: temperature, density, degrees of freedom, speed
of sound, transfer coe�cients? What is then the partonic equation of state (EoS)?
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5. What are the in-medium e�ects on hadrons (i.e. on hadrons produced in QGP)?

1.2 Heavy ion collisions

Heavy ion collisions provide a unique way to study QGP in a controlled way [14]. Dif-
ferently from p-p collisions, in fact, the system can reach the required spatial extension
(above the typical strong interaction range, ∼ 1 fm), density (Npart � 1) and lifetime
(τ � 1 fm/c) to be described as in thermal equilibrium. With the latest generation
colliders, which can accelerate ions above 100 AGeV, it is possible to reach the energy
density of the phase transition: ε > 1 GeV/fm3.

After the collision, the system of scattered partons rapidly reaches thermal equilibrium
(in ∼ 1 fm/c = 3.3 · 10−24 s) and then, if T and/or µb are su�ciently high, QGP is
thought to be formed and then survive for ∼ 10 fm/c. As the system expands and cools
down, around a critical temperature Tc ≈ 150 − 200 MeV quarks start to recombine,
because of the increasing binding force, and form hadrons; this transition is usually
referred to as chemical freeze-out. The hadrons are then free to scatter around for some
time, until the kinetic freeze-out, when they �nally leave the interaction region. The
overall evolution is schematically summarized in �g.1.4.

Fig. 1.4: Minkowsky diagram of the system formed in an heavy ion collision, assuming
(right) or not (left) the QGP phase [15].

The geometry of a typical heavy ion collision is shown in �g.1.5. The ions initially
present a disk-like shape: their width along the direction of motion is contracted, in the
lab frame, because of the relativistic velocities.
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Fig. 1.5: Almond-shaped interaction volume after a non-central collision of two nuclei.
The reaction plane is de�ned by the beam direction (z-axis) and the line connecting the
center of the two nuclei, (x-axis) [16].

When they collide, a di�erent portion of the nuclei can overlap, according to the position
of the nuclei in the beam-transverse plane. Each collision is thus characterized by a
number of participating partons Npart (or, equivalently, by an impact parameter b) and
a number of binary collisions between each of them Ncoll.

It is usually impossible to directly measure these quantities; more often, one relies on
mean values extracted for classes of events. A convenient way to actually catalogue
an ensemble of events, is via the collision centrality, de�ned as the percentage of non-
overlapping area of the nuclei (e.g. 0% is perfect overlap, 100% is a missed collision).

Fig. 1.6: A cartoon example of the correlation of the �nal state observable Nch with
other quantities (b, Npart) calculated with Glauber model. The plotted distribution and
various values are illustrative and not actual measurements [17].
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Centrality is directly extracted from the total charged particle multiplicityNch, assuming
that the two are monotonically correlated. In particular, as is shown in �g.1.6, one
usually looks at the per-event Nch di�erential distribution (dNevt/dNch) and bins it in
"centrality classes", according to the fraction of the total integral [17]. Mean values of
Npart, Ncoll and b are then calculated for each class using initial state models (e.g. the
Glauber model [18]), which are also dependant on extra inputs (nuclear charge density,
inelastic nucleon-nucleon cross section) to be experimentally measured.

Because of the short lifetime of QGP, detectors are sensitive only to �nal products,
after the kinetic freeze-out, i.e. to particles which already underwent all the in-medium
e�ects. First of all, it is thus crucial to identify probes which carry informations about
the di�erent phases of evolution of the system, to disentangle the di�erent mechanisms
involved.

In this sense, an interesting probe are the hadrons formed by heavy quarks (c, b), usually
called "heavy-�avoured". In fact, not only the reference (i.e. in absence of medium) η/pT
spectra can be very precisely calculated with perturbative QCD, but they are also easy
to identify in the high-multiplicity environment of a heavy-ion collision, from production
until observation [19]. Before hadronization, the large mass of the quarks implies lower
probability to be completely thermalized, which allows them to preserve the "memory"
of their interaction history; transport proprieties of the medium could thus be inferred
from the heavy-�avour particles kinematical distributions [20]. Associated to heavy
�avour, the thermal production of charm quarks [21] is also an interesting phenomenon
to study.

Other useful probes are the photons and the low-mass dileptons: being insensitive to the
strong interactions, they carry the information of their production mechanism una�ected
through the whole system evolution. They may serve to extract the temperature of
the system, in the di�erent phases, as well as granting information on the EoS itself
[22]. Hadrons decaying in dileptons near the transition phase can also help to study
eventual signatures of chiral symmetry restoration beyond hadronization, as lattice-
QCD calculations suggested (see �g.1.3).

It is also important to de�ne some experimental observables relevant for the study
of QGP, which are based on the total yields of the di�erent particles and in their
pseudorapidity (η) and transverse momentum (pT ) distributions. To see the e�ects of
the medium, the data is compared with p-p systems, scaling it according to the number
of participating nucleons. This is usually done, for each type of particle i produced in
a collisions of ions A− A, via the nuclear modi�cation factor:

RAA
i =

d2σAA
i /dηdpT

〈NAA
coll 〉d2σ

pp
i /dηdpT

, (1.4)

which provides direct signature of an enhancement (suppression) of the selected process,
whenever RAA > 1 (< 1).

Another subject of study are the collective proprieties of the system, in particular the
collective motion, usually referred to as �ow. The most sensitive observable, being
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independent from the interaction plane angle, which is not measurable and randomly
distributed in each event, is the the two-particle correlation distribution C as function
of the di�erence in azimuthal angle ∆φ and pseudorapidity ∆η:

C(∆η,∆φ) =
1

Nevt

d2Nass

d∆η,∆φ
=

S(∆η∆φ)

B(∆η∆φ)
, (1.5)

where S(∆η,∆φ) refers to particles pairs from the same event and B(∆η,∆φ) to random
combinatorial background and pair-acceptance e�ects.

Angular/rapidity correlations shows "conventional" events, e.g. jets (∆η ≈ 0,∆φ ≈ 0)
or back-to-back particles (∆φ ≈ π), which can be subtracted using the p-p reference,
but also preferred directions of expansion of the system. These anisotropies in the �ow
would be directly connected to the EoS and the transport proprieties of the system
[16]. To quantify them, one usually �ts the data expanding C(∆η,∆φ) on a basis of
harmonics:

C(∆η,∆φ) =
1

Ntrig

d2Nass

d∆η,∆φ

[
1 +

+∞∑
n=1

2νncos(n∆φ)

]
. (1.6)

The fourier coe�cients νn thus determines the shape of the �nal particle distribution;
according to them, one talks about radial �ow (ν0), elliptic �ow (ν2), triangular �ow
(ν3) and so on.

1.3 ALICE

ALICE (A Large Ion Collider Experiment) [10] is a heavy-ion detector at the CERN
LHC dedicated to the study of QGP, decon�nement and chiral symmetry restoration. It
is also well suited for the study of p-p collisions, which will serve as a reference for heavy
ion studies and for speci�c strong-interaction topics, for which ALICE is complementary
to the other LHC detectors. Fig.1.7 shows the details of the detector. It is roughly
divided in two main parts: a central barrel, embedded in a large solenoid magnet, to
detect hadrons, electrons and photons, and a forward muon spectrometer. From outside
to inside, the central barrel consist of two electromagnetic calorimeters (PHOS and
EMCal), Transition Radiation (TRD) and Ring Imaging Cherenkov (HMPID) detectors,
three arrays of Time-of-Flight (TOF), a cylindrical Time-Projection Chamber (TPC)
and the Inner Tracking System (ITS), a six-layer, silicon vertex detector. The TRD,
TOF, TPC and ITS cover the full azimuth. The forward muon spectrometer consists of
a series of absorbers and tracking/triggering chambers, as well as a large dipole magnet.
Other smaller detectors (ZDC, PMD, FMD, T0, V0) for global event characterization
and triggering are located in the forward region (|η| ≥ 1.7).
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Fig. 1.7: Schematic view of the ALICE detectors [10].

ALICE's objective is to study the proprieties of QGP and, more generally, of QCD in
high energy density conditions. In particular, the main areas of physics analysis include:

� In-medium thermalization of heavy quarks, which can be studied by measuring the
charm and beauty baryon/meson ratio (Λc/D, Λb/B) and azimuthal anisotropy ν2,
and the possible in-medium thermal production of charm quarks.

� Heavy quarks energy loss, its mass and color-charge dependence, which can be ad-
dressed by measuring the nuclear modi�cation factors RAA of the pT distributions
of D and B mesons separately in a wide momentum range.

� Quarkonia production, in particular charmonium, for which the color screening of
QGP (QCD analogous to Debye screening) is thought to involve a net suppression
[23].

� Chiral symmetry restoration, studying modi�cations in the invariant-mass and pT
spectra of light vector mesons (ρ, ω) with dileptonic decay [24].

� Jet quenching, to map out the energy loss of hard scattered (Q2 � (2GeV/c)2)
partons, produced before thermalization, and hence reconstruct the evolution and
composition of the system.

9



� Photon-jet correlations for high-pT photons, to have a direct measurements of the
rate of initial hard scattering and thus a control on Ncoll.

� Thermal photons and low-mass dileptons, to measure the temperature and the
collective proprieties of the system.

There are many constraints that such a program puts on the detector performances.
Most of the observables in the heavy �avour sector, for examples, being mass or �avour
dependant, require particle identi�cation (PID) capabilities: ALICE uses di�erent tech-
niques, such as speci�c ionization-energy loss (dE/dx), time-of-�ight, transition radia-
tion, �erenkov radiation. For low-mass dileptons, a good momentum resolution down
to low-pT is required: ALICE's dynamic range indeed spans from ≈ 150MeV/c to above
100 GeV/c. These, together with a relatively low material budget (≈ 10% of radiation
length for normal-incident particles, within ITS and TPC [19]) and good tracking capa-
bilities, are the major strong points of ALICE. The detectors are designed to sustain the
great charged particle multiplicity density expected in heavy ion collisions at LHC, i.e.
up to dN/dη ≈ 8000 [25]. ALICE's best performances are achieved in a mid-rapidity
region (|y| ≤ 0.9), i.e. where the lowest baryon density and maximum energy density is
expected [10].
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Chapter 2

Time Projection Chamber

A Time-Projection Chamber (TPC) is a detector which is able to provide 3D information
for tracking and momentum measurement together with PID, via speci�c energy loss
dE/dx. Basically, it consists of a chamber �lled with gas in which the passage of charged
particles leaves a track of electron-ion pairs from the ionization of the gas molecules.
An electric �eld causes the freed electrons to drift towards the anode, where they are
ampli�ed and then read out, while the ions drift back towards the cathode. The pick
up electrode at the anode is usually sectorized, to preserve the spatial information of
the electrons in the plane perpendicular to the drift �eld. Measuring the arrival time
of the electrons, it is possible to reconstruct the ionization points in the chamber and
thus the 3D tracks of the incoming particles.

Fig. 2.1: General schematics of a TPC (adapted from [27]).

The electric �eld inside the drift volume has to be kept as homogeneous as possible:
this is usually achieved with a �eld cage, i.e. conductive strips surrounding the TPC
that divide the potential stepwise from the anode to the cathode. Placing a solenoid
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around the detector, it is also possible to reconstruct the particle's momentum from the
curvature of the tracks, due to the Lorentz force. An excellent reference on the subject
can be found in [26]. In �g.2.1 the general schematics of a TPC are shown.

2.1 Ionization

The measured quantity in the TPC is the total number of electrons liberated in the
ionization events along the particles tracks. It is possible to e�ectively describe this
process and then correlate it to the physical quantity relevant for PID, the energy loss
dE/dx.

Ionization events occur randomly: their number n over a distance x follows a Poisson
distribution:

P (n) =
(x/λ)n

n!
e−x/λ , (2.1)

where the mean free path λ can be computed from the electron density of the gas ne and
the ionization cross-section σI , λ = 1/(neσI). Most of the collisions result only in one
freed electron, but the total charge along a track comes also from secondary ionization,
either by a primary electron which ionizes, or by de-excitation of the gas molecules, or
again by interactions of their metastable states. For example, given two gas components
A,B, of which one is in the excited state A∗, the following reaction can occur:

A∗ +B → A+B+ + e− . (2.2)

Usually in a TPC mixture, A is a noble gas (e.g. Ar, Ne) and B is an additive required
for stability in the ampli�cation stage (see sec.2.5). This reaction goes under the name
of Penning e�ect [28].

Secondary ionization from primary electrons depends on their energy; it is thus necessary
to know their energy spectrum F (E), or, equivalently, the corresponding di�erential
cross section dσ/dE of ionization:

F (E) =
ne (dσ/dE)∫
ne (dσ/dE) dE

, (2.3)

where ne is the electron density of the gas. One can also correlate it to the energy loss:

dE

dx
=

∫
ne E

dσ

dE
dE . (2.4)

The most used model to compute dσ/dE is the photo-absorption ionization model (PAI)
[29], which assumes that ionization occurs via the exchange of virtual photons (i.e.
photoelectric e�ect), and thus links it to the well measured photon-absorption cross
section σγ(ω):

σγ(ω) ≈
Z

ne

ω

c
ε2(ω) , (2.5)
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where ε2 is the complex part of the dielectric constant ε = ε1+ iε2. The PAI di�erential
cross section thus reads:

dσ

dE
=

ωε2
cβ2π

[
σγ(E)

EZ
log

2mc2β2

E[(1− β2ε1)2 + β4ε22]
1/2

+
Z

n~c

(
β2 − ε1

|ε|2

)
θ +

1

ZE2

∫ E

0

σγ(E
′) dE ′

]
. (2.6)

For energies above the highest atomic binding energy (Ek ≈ 100 eV), dσ/dE converges
to the Rutherford formula for scattering on one electron:

dσ

dE

E�Ek−−−−→ 2 π r2e
β2

mc2

E2
, (2.7)

where re = e2/mc2 is the classical electron radius. The 1/E2 dependency translates
into a long high energy tail of the primary electrons energy distribution F (E). High
energy electrons signi�cantly contribute to the mean number of electrons per unit length
〈dn/dx〉, resulting in 〈dn/dx〉 � 1/λ, as they deposit their energy mostly within a short
distance (≈ 1 mm for a 10 keV electron in argon S.T.P. [26]), thus creating clusters of
electrons along the track. From F (E) it is possible to compute the so-called cluster-
size distribution P (n), i.e. the probability to liberate n electrons with each primary
ionization event.

The experimental observable are not, however, the electron clusters, but the number
of electrons integrated over a certain track length, correspondent to the granularity of
the read-out plane. Since the ionization events follow a Poisson distribution, and with
the knowledge of P (n), it is possible to compute the ionization distribution G(n, x),
i.e. the probability to �nd n electrons over a distance x along the track, which actually
describes the signal pulse height distribution (see �g.2.2).

Fig. 2.2: Measured pulse height distribution for a 2.3 cm sample in Ar/CH4 at 1 atm:
(a) 3 GeV/c protons, (b) 2 GeV/c electrons [30].
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Ionization is not the only energy loss mechanism; excitation of the gas molecules, for
example, contributes in a similar amount, without freeing charge. To correlate energy
loss and ionization, it is thus necessary to de�ne an e�ective ionization potential W , i.e.
the energy that is spent, on the average, to produce one electron/ion pair. The average
energy loss over a distance ∆x is thus:〈

∆E

∆x

〉
= W

〈G(∆x)〉
∆x

. (2.8)

2.2 Drift and di�usion

Electrons from ionization moves towards the anode, being accelerated by the drift �eld
Ed. Along the way, they undergo collisions with the gas molecules and they get scattered
in random directions. Because of their small mass, electrons loose any preferred direction
of motion after each collision - their instantaneous velocity vi is thus randomly oriented
- but then they are immediately accelerated towards the drift direction. The average
drift velocity vd (� vi), neglecting the in�uence of the magnetic �eld B, is thus given
by the acceleration and the average time between collisions τ :

vd =
eEd

m
τ = µEd . (2.9)

The mobility (µ) is another quantity often used to characterize the movement of elec-
trons (and ions) in gases. It is de�ned as the ratio of drift velocity to applied electric
�eld: µ = vd/Ed.

Because of the collisions, a point-like cluster of electrons would be spread, after a time
t, according to a Gaussian distribution of width σ2 = 2Dt. The di�usion coe�cient
D depends on the gas proprieties and the electric and magnetic �elds. In a simpli�ed
model [26], it can be expressed as:

D =
2 ε τ

3m
, (2.10)

where τ is the mean time between collisions and ε, m the energy and mass of the
electrons. The width of the spread σ after a lenght L can thus be expressed as:

σ2 =
4 ε L

3 eEd

. (2.11)

Typically, di�usion limits the space resolution achievable in the track reconstruction
and is thus to be reduced. The minimum is reached for minimum electron energies, i.e.
at thermal equilibrium with the medium (ε = εT = (3/2)kT ). In the so-called hot gases
(e.g. argon) the electron energies are usually higher (ε � εT), and thus higher �elds are
required to minimize di�usion. Cold gases (e.g. CO2) correspond to the opposite case
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(ε � εT). To compute the electron spread directly from the drift length L, for �xed gas
and �elds, the di�usion coe�cient is usually rede�ned as:

D ≡
√

2D

vd
→ σ = D

√
L . (2.12)

Electrons also feel the in�uence of the surrounding charge, since they usually move
in clusters. The collision rate (1/τ) is di�erent whether the electron is inside or at
the edge of the charge cloud [31]; this leads to a spatial anisotropy in the di�usion,
and it is necessary to de�ne a transverse DT and longitudinal DL di�usion coe�cient.
Considering a magnetic �eld B parallel to Ed, the transverse di�usion is reduced by the
curling of the electrons in the x− y plane:

DT(B)

DT(0)
≈ 1

1 + ω2 τ 2
, (2.13)

where ω = (e/m)B. The longitudinal di�usion, on the contrary is una�ected. This
contribution can be rather important for TPCs (see �g.2.3).

Fig. 2.3: Computed transverse and longitudinal di�usion constants for electrons in
Ar/CH4 (80/20), in µm/cm1/2, as a function of electric and magnetic �elds. Drift
velocity in µm/ns [31].

.
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Along their drift, electrons can be absorbed in the gas by the formation of negative
ions. This process is called attachment. The noble gases typically used in TPCs have
small electron a�nities and do not capture electrons. Impurities (i.e. O2, H20), on the
contrary, can signi�cantly contribute to attachment even in small amounts (∼10 ppm).
The rate of attachment R is given by the absorption cross section σ of the impurity, its
density n and the electron average velocity 〈vi〉:

R = σ n 〈vi〉 . (2.14)

2.3 Ampli�cation

In most of the TPCs built so far the ampli�cation of the primary electrons is performed
with a grid of wires at positive potential, which constitute the anode. Detectors with
such an ampli�cation scheme are called Multi-Wire Proportional Chambers (MWPCs).
The wires are su�ciently thin (∼ 10 µm) to generate a high electric �eld (∼ 200 kV/cm)
around them, which accelerates the primary electrons up to induce secondary ionization;
these electrons, in turn, are accelerated and end up ionizing the gas. The result is a
chain reaction that produces an avalanche of electrons. Their number n along a distance
x growths exponentially:

n ≈ n0 e
αx , (2.15)

where α is the �rst Townsend coe�cient; it usually depends on the applied electric �eld
E and the gas density ρ. Assuming the latter to be constant, the average ampli�cation
〈A〉 = n/n0 is:

〈A〉 = exp

(∫
α(E)

dE/dx
dE

)
. (2.16)

Since the multiplication is a stochastic process, the number of electrons produced will
vary from avalanche to avalanche; it has been found [32] that a good approximation
of the ampli�cation probability P (A) in proportional counters is given by the Polya
distribution:

P (A) =
mm

Γ(m)

(
A

〈A〉

)m−1

e−m(A/〈A〉) , (2.17)

where the parameter m depends on the voltage settings and the gas used, and is thus
to be �xed experimentally. Fluctuations in the ampli�cation (also called gain) are
also caused by di�erent parameters, that one has to take into account in practical
applications:

� geometrical imperfections or mechanical defects in the chamber components (cath-
ode, wires, anode),

� edge e�ects, i.e. smaller �elds on the edges of the drift volume,

� pressure and temperature variations, which in�uence the gas density.
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During the ampli�cation process, positive ions of the gas atoms are freed along the
electron avalanche. Due to their low mobility (µ ≈ 1 cm2/Vs), they usually take long
to drift back to the cathode and get collected. In case of a continuous �ow of particles,
at rates higher than the ion collection time, they will accumulate in the drift volume,
building up clouds of positive charge which unavoidably deviates the electrons from the
drift direction, resulting in distortions of the reconstructed tracks. The overall e�ect of
the accumulated ions is usually referred to as space charge e�ect.

In MWPC-TPCs, this is usually avoided introducing a gating mechanism, i.e. another
grid of wires placed in front of the ampli�cation stage which collects the back-drifting
ions and prevents more electrons from getting ampli�ed. The wires can be set at the
same potential (monopolar gating grid), all the �eld lines ending up in them, or at
alternating potential of Vg ±∆V (bipolar gating grid) [31]. The gating grid is switched
on and o� alternatively, according to a trigger; the maximum rate is limited by the
collection time of the ions. Because of the high voltage, the gating grid must be placed
a few mm from the ampli�cation region, which means ∼100 µs ion collection time and,
conversely, ∼1 kHz maximum rate.

MWPC-TPCs usually use extra grids of wires to correct the electric �eld. The shielding
wires straighten the �eld at the transition between the ampli�cation and the drift region,
while the �eld wires reduce the cross-talk between adjacent anode wires. The general
con�guration of a MWPC with the gating mechanism is shown in �g.2.4.

Fig. 2.4: Schematics of the �eld lines for an open and closed gating grid [33].
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2.4 Signal formation

The signal consists of the currents induced on the electrodes surrounding the ampli�-
cation region, like the anode wires. Usually the readout includes a planar electrode,
properly divided in pads (pad plane), to preserve the spatial information of the arriving
electrons. The current IR induced by the moving charges around the wire is given by:

IR = − q

Vw

Ew · v , (2.18)

where Ew (weighting �eld) is a conceptual �eld, assuming that the charge q is removed,
the read-out electrode is set to voltage Vw, and all other surrounding electrodes are
grounded [34]. The electrons, being collected within ∼ 1 ns, make up only a small
fraction (∼ 6%) of the total induced signal, the rest coming from the movement of the
ions. However, the time ions take to drift back to the cathode (> 100 µs) is usually
much bigger than the typical signal time width required to avoid pile-up. Part of their
contribution is usually cut-o� in the electronic pulse shaping.

2.5 Discharges

The ampli�cation process also results in the excitation of many gas atoms, which can
subsequently lose their energy emitting photons in the visible and UV range. These
photons may in turn ionize the gas atoms or extract electrons from the surrounding
electrodes (photoelectric e�ect), resulting in creation of even more charge. This e�ect,
usually called photon feedback, degrades the energy resolution and could develop full
avalanches separated from the primary one. If the �elds are strong enough, the process
can be self-sustaining, thus resulting in a complete electric breakdown. To prevent
the problem, the noble gas is usually mixed with a smaller fraction of quenching gas,
which usually consist of an organic, polyatomic gas (CO2, CH4) with large photon
absorption cross section in the visible and UV range, because of the multiple rotational
and vibrational excitation levels of the molecules, see �g.2.5.
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Fig. 2.5: CO2 photo-absorption cross section, with the contributions of di�erent pro-
cesses [67].

However, there other mechanisms involved in the creation of discharges. According to
experiments made with parallel plate capacitors, when the concentrations of electrons
in an avalanche exceed a certain number (∼ 108) - the so-called Raether limit [35] - the
space charge produced is strong enough to locally intensify the electric �elds and thus
give rise to a forward-backward propagating avalanche, a streamer, whose total charge
is almost independent from the primary one [36]. In case of MWPCs, the streamer
propagates only a few mm from the anode wires, as the electric �eld rapidly drops, and
do not lead to a full electrical breakdown [26].
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Chapter 3

GEM upgrade of the ALICE TPC

3.1 ALICE TPC: status and perspectives

The TPC is the main charged particle ID and tracking device of ALICE. It consists of
a cylindrical barrel with a �eld cage, which constitute the drift volume, two readout
electrodes on the sides and one central cathode, that provides the drift �eld. The TPC
spans over -250 cm < z < 250 cm, with an inner radius of 87 cm and an outer radius
of 247 cm, covering full 2π azimuthal angle and a range |η| < 0.9 of pseudo-rapidity.
It covers a large pT range, from 0.1 GeV/c up to 100 GeV/c, with good momentum
resolution. The TPC was designed to sustain the extreme charged particle multiplicity
densities expected at LHC, up to ∼ 8000 dNch/dη. The readout electrodes are divided
into 18 trapezoidal sectors, each covering 20◦ azimuthal angle. Each sector is then
divided along radial direction in an Inner and Outer Readout Chamber (IROC and
OROC, respectively), see �g.3.1.

Fig. 3.1: Schematic view of the ALICE TPC [37].
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The chambers currently employ MPWC technology with gating grid. The read-out
planes are divided in pads of di�erent sizes, depending on the radial position: 4 × 7.5
mm2 (IROC), 6 × 10 mm2 and 6× 15 mm2 (OROC) in rφ × r, for a total of 557,568
readout channels. The gas used in the TPC is Ne/CO2 (90/10), chosen for its low
multiple scattering and di�usion (DT ≈ DL ≈ 220 µm/

√
cm) proprieties. A detailed

description can be found in [1].

The gating grid, used to reduce the back-drifting of ions (see sec.2.3), sets some strict
limits on the TPC read-out rate. In Ne/CO2 (90/10), the collection of ions from the
anode wires takes ∼ 180 µs; with other ∼ 100 µs imposed to avoid event pile-up, an
overall intrinsic dead time of ∼ 300 µs limits the TPC to a maximum operating rate of
∼ 3.5 kHz in p-p collisions. For Pb-Pb collisions, because of the higher multiplicities,
the constraints are even more severe, down to ∼ 300 Hz. Operating without the gating
grid would be impossible, since the ions can take up to 156 ms to cover the full drift
length (2.5 m), resulting in unbearable space-charge e�ects in the drift volume. It should
be noted, however, that also the readout system currently imposes limits on the rate,
i.e. ∼ 500 Hz for central Pb-Pb collisions.

Up to now, the detector has operated with Pb-Pb collisions at
√
sNN = 2.76 TeV (2010-

2011), with an integrated luminosity Lint of 0.16 nb−1 [37]. After the �rst LHC long
shut-down (LS1), for RUN 2 (2015) a major upgrade of the luminosity, up to Lint = 1
nb−1, is expected, which translates into 5 kHz minimum bias Pb-Pb collision rate over
the beam-time. Because of the current limitations, only ∼ 1/10 of the events will be
recorded. For RUN 3 (2019) the LHC will be further upgraded, up to luminosities
of Lint = 10 nb−1, or 50 kHz minimum bias Pb-Pb collisions. It is thus clear that a
major upgrade of the TPC, both of the read-out chambers and electronics, is required
to exploit the high statistics that the LHC can provide. Many physical observables,
especially in the heavy �avour and charm sectors (see sec.1.2), are deeply statistics-
dependent and would not be valuably measurable, if not even accessible, in the present
scenario [19]. The main idea behind the upgrade is thus to substitute the MWPC-
based readout chambers and to operate in a continuous, trigger-less readout mode, i.e.
without gating. The proposed technology, which combine a comparable spatial and
momentum resolution with an intrinsic suppression of the ion back-�ow, is the Gas
Electron Multiplier (GEM).
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3.2 Gas Electron Multipliers

Fig. 3.2: Electron microscope image of a GEM foil.

The Gas Electron Multiplier (GEM) [2] is an ampli�cation technology for gaseous de-
tector introduced by F. Sauli in 1996, at CERN. It is based on the use of thin kapton
foils (∼ 50 µm) coated with copper layers (∼ 5 µm) on both sides, with a high-density
matrix of holes through which electrons can pass (�g.3.2). The holes are usually double-
conical, with an inner radius of ∼ 50 µm and an outer one of ∼ 70 µm, disposed on a
hexagonal grid of ∼ 140 µm pitch. Applying a moderate di�erence of potential (∼ 100
V) between the two conductive sides of the GEM, a strong electric �eld (∼ 10 kV/cm)
is created at the center of the holes, where the �eld lines are focused. Electrons going
through produce an avalanche: part is collected on the bottom side of the GEM, and
the rest of the electrons drift towards the read-out anode - or the next ampli�cation
stage, in a multiple GEM-stack. Symmetrically, ions produced in the ampli�cation pro-
cess are partially collected on the upper copper layer and partially drift back. Intrinsic
ion-back�ow suppression is a unique characteristics of GEMs.
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Fig. 3.3: Sketch of the working principle of a GEM: electrons drift into a hole and trigger
an avalanche (a); the ions produced get mostly collected, while the electrons drift to the
anode (b).

It is convenient to introduce some quantities, that are often used to describe the pro-
prieties of a GEM:

� collection e�ciency (εc), the fraction of primary electrons that arrive into a hole,

� extraction e�ciency (εt), the number of electrons (ions) extracted from the holes
per produced electron (ion),

� ion back-�ow (IBF), the number of ions reaching the drift cathode per produced
electron,

� absolute gain (G), the number of electrons produced per primary electron in the
ampli�cation process,

� e�ective gain (g), the total number of electrons reaching the anode per primary
electron.

These quantities are then related according to:

g = Gεc εt . (3.1)

The overall ampli�cation, i.e. the e�ective gain, is exponentially dependent on the
voltage applied across a GEM:

g = ea∆U , (3.2)
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where the coe�cient a depends on the GEM geometry. Ampli�cation of a factor of ten
thousand can be reached, but usually, to get to such high gains, a set-up of multiple
GEMs in a stack is used, operated at lower voltages and thus more stable.

Concerning IBF, it is usually minimized with an asymmetric con�guration of �elds, lower
above a GEM and higher below [39], to have, respectively, worse extraction e�ciency
for ions and better for electrons (see �g.3.3). In most of the used gas mixtures (Ar and
Ne based) values of ∼ 1% have been experimentally reached [37], which is still one order
of magnitude above what is normally achievable with a gating grid (< 10−3). A strong
point of GEMs, compared to MWPCs, is an excellent time resolution, and conversely
excellent z resolution in TPC applications. The signal is in fact formed directly by
electrons collected at the read-out plane, after the ampli�cation, which means a pulse
width of the order of ∼ 10 ns. The slow tail induced by the ions is cut o�, since their
charged is screened by the conductive copper layers.

However, GEMs showed to be more problematic in terms of stability. The reasons is
connected to the high charge densities that could be reached inside a GEM-hole and the
relatively small distances of the electrodes. Contrary to wire chambers, the formation of
a propagating streamer most likely results in an electrical breakdown, as the ionization
channel connects the two copper layers and a temporary short is formed.

3.3 GEM-TPC

Since the invention of the GEM, gaseous detectors based on this technology have been
extensively used in nuclear and particle physics. The pioneer was the COMPASS exper-
iment at CERN [40], which developed triple-GEM tracking detectors with parallel-plate
geometry. They showed excellent proprieties: high e�ciency (97%), good space-time
resolution (70 µm, 12 ns), stable up to rates of 25 kHz/mm2 [41]. Since then, several
high-rate particle physics experiments, like LHCb [42], PHENIX [43] and TOTEM [44]
adopted this technology. Also the CMS experiment at LHC recently planned to upgrade
its muon detection system with GEMs [45].

The most notable example for the ALICE experiment is the GEM-TPC prototype [46]
developed for the PANDA experiment [47] and recently installed in the FOPI apparatus
at GSI. It was possible to test its capabilities in a running experiment, which features a
0.6 T solenoid magnetic �eld and support detectors for tracking (Central Drift Cham-
bers) and TOF (Resistive Plate Chambers). It was used a beam of 1.7 GeV/c pions
colliding on a carbon target, with a rate of ∼ 1.5 × 104 Hz. The gas was Ar/CO2

(90/10), in a drift �eld of 360 V/cm. The ampli�cation was based on a triple-GEM
structure, operating at a gain of 3800. The read-out plane, with an inner (outer) radius
of 10 (20) cm, consists of 10254 hexagonally shaped pickup pads, with 3.0 mm outer
diameter. The space resolution measured at small drift lengths was 230 µm in rφ. A
precise gain calibration over the whole readout plane allowed to achieve an excellent
energy resolution, ∆E/E = 4.4%. In �g.3.4 the dE/dx spectrum of the GEM-TPC
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prototype is shown. The dE/dx resolution, averaged over all the particles produced,
is 14-17%, in the momentum range 200-800 MeV/c [48]. If one considers the relatively
small track length (20 cm at high pt), and thus the small number of samples (∼ 20),
there is clearly margin for improvement in the ALICE case.

Fig. 3.4: dE/dx as a function of particle momentum in the PANDA/FOPI GEM-TPC
prototype, discarding the lowest 5% and highest 25% of all amplitude-sorted samples
[48].

The ALICE GEM-TPC must anyway ful�l extra requirements connected to the LHC
environment (high multiplicity, high rates), the experimental set-up and the physics
objectives. First of all, the excellent tracking capabilities of the current TPC must
be preserved. The main problem will arise from the space-charge e�ect, which will be
unavoidably higher operating in un-gated mode. Tracking proprieties are constrained by
electron di�usion (dependent on drift length), track inclination angle and total charge
density. For tracks of Minimum Ionizing Particles (MIPs) with large pT , i.e. vanishing
inclination angle, the space-point resolution in rφ and z are between 400 and 800 µm
[10]. This sets the intrinsic track resolution, i.e. the mean distance of reconstructed
ionization points to the reconstructed track: σintr ≈ 200 µm. The objective is to properly
calibrate the TPC, taking into account the space-charge e�ect, so to keep distortions
of the electron tracks (after correction) below σintr, as is achieved in the current TPC.
A detailed study of this issue has been performed [37] in the conditions foreseen during
RUN 3 at LHC. For a Pb-Pb interaction rate of 50 kHz, and a ion collection time of 0.16
s, ∼ 8000 minimum bias collisions contribute to the ion pile-up at any given moment.
The e�ective gain has to be kept at a minimum of 2000, to have a signal-to-noise-ratio
of 20. With the minimum IBF usually achievable with triple-GEM detectors (∼ 1%),
this translates into a shift of the electron trajectories up to ∼ 10 cm, (see �g.3.5)
which currently pose serious problems to correction algorithms: latest results arrived
at distortions (after calibration) of the order of ∼ 1 mm [37]. There are thus two ways
to proceed, which are both currently followed by the ALICE GEM-TPC collaboration:
one is to improve the correction algorithms, implementing precise calculations of space-
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charge density �uctuations and other e�ects previously neglected; the other is to improve
ion back-�ow suppression, working on the GEM settings.

Fig. 3.5: Space-point distortions in r (left) and rφ (right) close to the central electrode
(z ≈ 10 cm) for Ne/CO2/N2 (90/10/5). Rate 50 kHz, IBF 1% (ε = 20) and 0.5%
(ε = 10) [48].

In �g.3.6 a typical triple gem stack is shown, as it was �rst proposed for the ALICE
ROCs, with the de�nitions commonly used for these settings: GEMs are numbered from
top to bottom, Edrift corresponds to the drift �eld, Eti denote the transfer �elds between
GEM-foils and Eind the induction �eld between the last GEM and the pad plane.

Fig. 3.6: Schematic exploded cross section of the GEM stack. The gaps between subse-
quent GEM-foils and between the last GEM and the pad plane are 2 mm. Each GEM
foil is glued onto a 2 mm thick support frame de�ning the gap.

To minimize IBF, triple GEMs are usually operated with increasing ampli�cation:
∆UGEM1 < ∆UGEM2 < ∆UGEM3. GEM1, in fact, directly faces the drift volume:
any produced ion which is not collected will unavoidably build up space-charge. Ampli-
�cation is then kept at minimum. Most of ions are produced at GEM3, where there is a
higher chance to collect them in the GEMs above. Moreover, using a low transfer �eld
above (Et2) and a higher below (Eind) GEM3, a reduced ion extraction e�ciency allows
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to block most of them. This propriety is strictly correlated in the di�erence between the
two �elds. The upper limits on �elds asymmetry are imposed by the �rst Townsend co-
e�cient α(E): above a certain value of transfer �eld - E ≈ 5 kV/cm in the gas mixture
currently used in the ALICE TPC, Ne/CO2 (90/10) - electrons start to be ampli�ed
also in the gap between GEM-foils, which then spoils both ion back-�ow suppression
and stability. This is one of the reasons for which we proposed a di�erent gas mixture,
Ne/CO2/N2 (90/10/5), which allows to get to higher �eld asymmetry con�gurations
(≈ 5.5 kV/cm).

Fig. 3.7: Measured ion back-�ow as a function of Et1 for several values of Et2 [37].

A remarkable R&D program has been pursued at TU-München to study the lower
limits on IBF achievable with GEM detectors. With triple-GEM setup in Ne/CO2/N2

(90/10/5), minimum IBF values of ∼ 2 − 3% have been achieved, see �g.3.7, despite
a careful optimization of voltage and �eld settings. This led to test quadruple-GEM
con�gurations, with di�erent combination of large pitch (L) foils (280 µm), which are
expected to further reduce the ion extraction. With a setting of type S-L-L-S values
down to 0.34% have been reached [37], settling a safe working point for operations
in ALICE. That is the reason why the quadruple GEM-stack is currently the baseline
solution for the GEM-TPC upgrade. Further optimization of �elds and GEMs geometry,
as well as measurements with ROC prototypes, are nevertheless needed.

Another critical point about the ALICE GEM-TPC is the stability in the extreme
conditions foreseen for RUN 3. In particular, for a charged particle density of dNch/dη =
500, a rate of primary ionization clusters of ∼ 100 kHz/cm is expected at the IROCs.
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At the nominal gain of 2000, this translate into a current density at the readout anode
of ∼ 1 nA/cm2, assuming that all primary particles are MIPs. With a safety factor of
10, which takes into account the contribution of highly ionizing particles, background,
secondaries, etc., a maximum current density of ∼ 10 nA/cm2s is expected [37]. These
values are of course an average over the operation period; single rare events, e.g. the
decay of an activated nuclei at the edge of the chamber, are expected to induce higher,
even if instantaneous and local, charge densities. The choice of the new gas mixture,
Ne/CO2/N2 (90/10/5), was also motivated by stability reasons, as it was expected that
the extra fraction of quenching gas would help in this sense.

In conclusion, ion back-�ow suppression and stability are the most critical proprieties
of GEM detectors which need to be optimized for future operation in the ALICE TPC.
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Chapter 4

Read-Out Chambers

The ALICE TPC read-out chambers are divided in 18 trapezoidal sectors, each covering
a range of 20◦ in azimuthal coordinate. Each of these is further divided, at r ≈ 50 cm,
into an Inner (IROC) and Outer (OROC) Read-Out Chamber. The ROCs, in the GEM
upgrade of the TPC, consist of:

� a trapezoidal aluminium frame ("alubody"),

� an extra support frame made of �ber-glass ("strong back"), for the pad plane,

� the pad plane (multi-layer PCB, with the pick-up side divided in pads),

� the GEM-stack.

The overall design of the alubodies will mostly follow the one of the MWPC-based
chambers. The mechanical stability will be in fact more than su�cient to prevent
deformations due to the weight or the tension of the GEM-foils. Of course, minor
modi�cations are needed for the di�erent high-voltage (HV) scheme, the cut-outs for
the new front-end cards (FEC), connected to the pad plane, and the mounting structure
of the GEM-stack itself. The pad plane will be adapted to match the active area of the
GEM-foils, but the dimensions of the pads are not planned to be changed: 4× 7.5 mm2

(IROC), 6× 10 mm2 and 6× 15 mm2 (OROC) in rφ× r, for a total of 557,568 readout
channels.

The GEM stack consists of several GEM-foils, each one glued to a 2 mm �ber-glass
support frame, one on top of the other. The gap between the foils is determined only
by the thickness of the frame, i.e. no extra spacer are used. In �g.4.1 and 4.2 the layout
of the ROCs and the dimensions of the GEM-foils are shown: 497 × (292 − 467) mm2

for the IROC, 1142× (468− 870) mm2 for the OROC. The design of the GEM-foils and
the frames followed several principles:

� minimize dead areas, not to deteriorate the resolution of the chamber,

� provide the necessary mechanical sti�ness,

� allow precise alignment of the di�erent components,
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� guarantee the functionality of the chambers even in case of local breakdowns on
the GEMs.

Fig. 4.1: Left: Exploded view of a GEM IROC. Right: dimensions (in mm) of an IROC
GEM-foil.

Fig. 4.2: Left: Exploded view of a GEM OROC. Right: dimensions (in mm) of a OROC
GEM-foil.
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4.1 GEM-foils
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Fig. 4.3: Detailed view of the features of the frames (left) and of the GEM-foils (right),
see text.

The details of the GEM-foils and the frames are sketched in �g.4.3. The GEM-foils
are made of three layers, two conductive on the exterior (copper) and one insulating in
between (kapton). The copper with GEM-holes ("active area") extends over most of
the surface; on the sides, a margin (12 mm) is left to be glued to the frame. The frames
also feature a 0.5 mm wide, 0.5 mm deep rim around the gluing area, to prevent the
glue from slipping into one of the GEM-holes, which could produce a permanent short
in the foil.

At the top side of the foil, the active area is divided in trapezoidal sectors, independently
connected to the power supply from the sides via a HV pattern implemented on the
kapton margin (1 mm wide). The GEM-foil is divided along the azimuthal angle in
two parts, with half of the sectors on each. This con�guration allows to minimize the
dead area along the radial direction, which is most crucial for tracking. On each HV
connection, a high-ohmic SMD protection resistor is soldered (1-10 MΩ); in case of a
temporary short between the two copper layers, this protection resistor helps to:

� limit the current provided by the power supply, which could damage the foil,

� avoid a voltage drop on the bottom copper layer.

Moreover, thanks to the division in sectors, in case of a local breakdown (i.e. a perma-
nent short), the rest of the foil would still be operating. The sectors are chosen to have
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a constant surface of ∼ 100 cm2, which corresponds to an overall stored charge of ∼ 2
µC, to reduce the damage to the foil in case of a spark. This scheme have also shown
to reduce the probability of propagating a discharge through multiple GEM-foils and
the pad plane [49]. The distance between sectors is set to 200 µm, to prevent sparks in
case one of them is short-circuited.

Before being glued on the frames, the GEM-foils are stretched with a linear tension
T = 10 N/cm, to prevent the sagging due to the electrostatic forces and to avoid the
formation of wrinkles (and thus �eld distortions). To achieve a uniform tension, the
foils are stretched with a pneumatic tool in their original, rectangular production shape
and then cut-out along the frame, after the glue has dried. The overall gluing procedure
is summarized in �g.4.4.

Fig. 4.4: Foil gluing procedure: the IROC GEM-foil, in its original rectangular produc-
tion shape, is mounted on the stretching tool. The glue is dispensed along the frame,
the foil is placed above it and pressed with an aluminium plate, specially milled not to
touch the active area. Finally, it is put inside a heating hood for 24h at 60◦C, to cure
the glue.

In principle, the frame should be as little as possible, to minimize the dead area. The
width (1 cm) is constrained by the mechanical sti�ness required to sustain the tension
of the foils, considering the �xed thickness (2 mm), which sets the distance between the
GEM-foils. An extra spacer grid of 400 µm width is placed across the borders between
the HV sectors, to prevent the sagging of the foils in case the stretching tension is lost.

Because of the challenging dimensions of the ROCs, the mechanical behaviour of the
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GEM-foils under realistic operating conditions has been studied. The crucial aspect to
be kept under control is the sag of the foils, due to electrostatic forces, which a�ects
the resulting transfer �elds. Two nearest GEM-foils constitute in fact two plates of a
capacitor, and thus feel a pressure of:

P = ε0

(
∆V

d

)2

. (4.1)

In a multiple-GEM stack with equal transfer (or induction) �elds this force is compen-
sated by the one attracting to the opposite electrode (GEM-foil or anode), but in general
is not the case, like on GEM1, as the drift �eld is kept smaller than the transfer ones.
We therefore use the ideal capacitor model to establish an upper limit on the resulting
sag of the GEM-foils.

To compute the deformation of a foil submitted simultaneously to a transversal load P
and a tensile force T one has to take into account the �exural rigidity of the di�erent
layers. It has been found [50], however, that GEM-foils are much more sti� in bending
than in tensioning, i.e. they approximately behave like a cable. For a one-dimensional
strip of length l, the maximum displacement umax would be:

umax =
1

8

P l2

T
. (4.2)

For a rectangular foil of sides a,b there is a geometrical factor k dependant on the ratio
ζ = a/b:

umax = k(ζ)
P l2

8T
, (4.3)

k(ζ) =

[
1− 32

π3

+∞∑
n=1

(−1)n+1

(2n− 1)3
sech

(2n− 1)π

2
ζ

]
< 1 . (4.4)

In the present case, the worst scenario foreseen for operations in the ALICE-TPC was
simulated: transfer gap d = 2 mm, foil thickness t = 60 µm, voltage ∆Vmax = 1100
V - corresponding to the maximum transfer �eld before ampli�cation in Ne/CO2/N2

(90/10/5) (5.5 kV/cm). Fig.4.6 shows the maximum deformation expected on a GEM
foil as a function of its sizes. Thanks to the spacer grid, we limit the boundaries of the
free-to-bend foil area to those of the HV sectors: in the worst case, i.e. the upper-most
sectors of the OROC, ∼ 2.48×43.5 cm2, a maximum deformation of ∼ 4 µm is expected,
which is perfectly negligible.
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Fig. 4.5: Maximum deformation expected on a GEM foil as a function of its lateral
dimensions.

4.2 IROC prototype

A prototype of the Inner Read-Out Chamber equipped with a triple GEM-stack has
been built, using the alubody and the pad-plane of the standard MWPC-based IROC.
The tests were carried out using a special drift chamber (test box ), with a drift volume
of 57× 61× 10.6 cm3. One the side of the read-out plane there is the GEM-stack and
∼ 10 cm above there is the cathode, a thin foil (50 µm) of aluminized mylar; below the
GEMs, a cut-out on the alubody allows to connect the front-end cards to the pad-plane.
To have a uniform �eld across the drift volume, there is a 8-strip �eld cage, with 15
mm pitch. The potential of the �eld cage strips is set by a resistor chain. The potential
of the last strip, closest to the GEM-stack, is adjusted so that it matches those of the
GEM1 top electrode. On the lateral sides of the test box, two aluminized mylar windows
(60 µm thickness) allow to use radioactive sources and beams for measurements with
the IROC.
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Fig. 4.6: The test box.

In the �rst tests, the GEM-foils were independently powered up using an ISEG EHS
8060n 8-channel 6 kV high voltage module, while for the drift cathode a ISEG HPn300 30
kV module was used. A dedicated software allowed a constant monitoring of the currents
on each HV channel, within 1 nA resolution, with remote control and adjustable tripping
behaviour: in case of an over-current detected on one GEM foil, all the channels could
be shut down. To ensure a safe discharge of the foils after a trip of the power supply,
resistors to ground were added on each electrode. The overall HV scheme is displayed
in �g.4.7.

Fig. 4.7: Schematics of the HV distribution of the prototype, showing the protection
and grounding resistors.

The choice of the voltages and the �elds across the GEM-foils is most crucial for the
characteristics of the detector. On one side, as previously pointed out, one has the
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optimized settings for ion back-�ow suppression: ∆UGEM1 < ∆UGEM2 < ∆UGEM3
and Et2 � Et1, Eind. On the contrary, to improve the stability of the detector, it is
thought to be more convenient to have the biggest ampli�cation (highest∆U) on GEM1,
where one has less incoming electrons, while minimizing those on GEM3. Moreover, to
avoid the drop of the electron extraction e�ciency associated to low Et2 (see sec.6.5),
which has to be compensated with higher ∆UGEMs, it is safer to have equal transfer
�elds across all the GEM-foils. These settings, that will be referred to as "standard" (the
name was inherited from [40]), have indeed shown in previous measurements to be more
stable [49]. "Standard" and "IBF" are then the �rst HV settings that were tested with
the IROC prototype; the absolute values of the di�erent GEMs/�elds, corresponding to
an e�ective gain of ∼ 1000 in Ne/CO2 (90/10), are reported in tab.4.1.

Standard Ion-back�ow
∆UGEM1 272 V 225 V

Et1 2.54 kV/cm 3.8 kV/cm
∆UGEM2 248 V 235 V

Et2 2.54 kV/cm 0.2 kV/cm
∆UGEM3 218 V 285 V

Eind 2.54 kV/cm 3.8 kV/cm

Table 4.1: Di�erent IROC HV settings, gain ∼ 1000 in Ne/CO2 (90/10).

The �rst beam test was carried out at the CERN PS, using beams of electrons and
pions with momentum between 1 and 6 GeV/c. The drift �eld was 400V/cm and the
gas mixture Ne-CO2 (90-10), as in the current ALICE TPC. The FECs were read out
using the current TPC read-out system [25]. The average DAQ rate was 500 events/spill,
with a spill length of 0.5 s, for a beam intensity of about 2000 particles/spill. The main
objective of this experiment was to test the PID capabilities of the GEM detector. For
this reason, only clearly isolated tracks were used in the analysis. Further cuts were
applied on the number of electron clusters per track, excluding the 5% lowest and 15%
highest fraction. A typical dE/dx spectrum at gain 5000 is shown in �g.4.8. The energy
loss resolution is then computed as:

σ(dE/dx)

〈dE/dx〉
. (4.5)

In the di�erent HV settings and within the momentum range of the beam, values within
10-11% have been reached [37] [51], which is compatible with current MWPCs perfor-
mances. This �rst test thus showed that the PID capabilities of the current TPC will
be preserved in the GEM upgrade.
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Fig. 4.8: dE/dx spectrum of 1 GeV/c electrons and pions [37].

A second test was carried out at LHC, in the ALICE cavern itself, during the 2013
p-Pb run at

√
sNN = 3.5 TeV. Again, drift �eld and gas were the same of the ALICE

TPC. In this case the main goal was to test the stability of the detector in the LHC
conditions. The detector was installed under the beam-pipe, at ∼ 10 m from the
interaction point (see �g.4.9). In that position, with the current collision rate, the total
particle rate was expected to be ∼ 5 MHz per rapidity unit, close to what expected
in the TPC rapidity range during RUN3 (∼ 25 MHz per rapidity unit). During 21
days of operation, 21 trips of the power supply occurred, mostly with IBF settings. No
correlations were found between the trips and beam conditions or instabilities in the
other ALICE detectors. The most probable reasons of these trips were sparks occurring
between the two conductive layers of the GEM-foils. At the end of the test, the detector
was disassembled to search for evidence of discharges: in all the problematic sectors, a
brownish area on the copper layer around a GEM-hole was visible (see �g.4.10), which
clearly indicates a spark occurred. Even if the detector was still operating after the test,
the resistance between the two sides of a GEM-foil decreased in seven sectors; because
of the lower potential drop, the e�ective gain was reduced as well.
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Fig. 4.9: Views of the prototype installed underneath the LHC beam pipe, in the
miniframe used to service the ALICE detectors [37].

Considering the long period of operation the ALICE TPC has to sustain, such a high
rate of discharges, which could introduce ine�ciencies in the gain or even permanently
damage GEM-foil sectors, is not acceptable. The LHC experience showed the necessity
of further studies and tests on the stability of the detector. There was also the need to
introduce new improvements in this sense. In the context of this work, we proceeded
on two parallel ways: on one side, we prepared and performed another beam-time test
with an upgraded IROC prototype, trying to reproduce the LHC conditions in terms
of charge density across the detector. On the other, we started an extensive R&D
program on smaller GEM detectors, to understand the in�uence of di�erent parameters
(gas choice, HV scheme, electric �elds) on stability.

Fig. 4.10: Typical appearance of a GEM-hole after a discharge.
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Chapter 5

IROC stability tests

This dedicated stability test was aimed to precisely measure the discharge rate (discharge
per particle) in the GEM IROC prototype under beam conditions. It was performed at
the Maier-Leibnitz-Laboratorium (MLL), [52] located at the TU-München campus, in
Garching (Germany). The facility features a tandem van de Graa� accelerator with a
maximum terminal voltage of ∼ 10 MV (�g.5.1), which is then able to accelerate ions
up to 20 MeV. The maximal beam current can reach up to ∼ 1 µA (∼ 1012 Hz). In the
hall of the experiment (Hall II), the maximal beam current is limited to 10 nA (1010

Hz) for radiation protection purposes.

Fig. 5.1: A map of the Maier-Leibnitz-Laboratorium (MLL). The experiment was lo-
cated in Hall II, -10◦.
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A beam of low-energy protons was used, which deposit a high charge density along their
tracks, allowing to get even above the LHC conditions in terms of current �owing across
the GEMs (see sec.5.1). To achieve a uniform irradiation over the detector, the beam
was orientated parallel to the GEM-foils, across the two mylar windows on the sides of
the test box (�g.5.3).

Several modi�cations were introduced after the LHC tests in the detector, including the
new gas mixture Ne/CO2/N2 (90/10/5), with an extra fraction of quenching gas (N2).
As it was measured later (see sec.6.2), this already introduces a consistent improvement
in terms of stability. To preserve the functionality of the foils also in case of multiple
discharges, a di�erent HV scheme is used. Even if all the resistors were chosen to min-
imize large voltage drops in case of a HV trip, the slow reaction time (100 ms) of the
power supply could actually unavoidably lead to such scenarios, which in turn are dan-
gerous for the GEM-foils. Moreover, the necessary grounding resistors impose relatively
large time constants before all the elements are discharged. The use of a voltage divider
(�g.5.2) allows to prevent the problem. The time constants for discharging the foils
after HV trips are also expected to be at least an order of magnitude lower. A voltage
Utot is supplied on one channel by the power supply and then distributed according to
a series of resistor. For each GEM:

∆Ui = Ri
Utot

Rtot

. (5.1)

And the same applies for the potential di�erence between di�erent foils, de�ning the
transfer and induction �elds.

Fig. 5.2: Schematics of the HV distribution via a resistor chain (values in MΩ).
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5.1 Simulations

The crucial parameter for this stability test is the charge �owing across the GEM-foils,
or current per unit area (A/m2). A dedicated study with Geant4 [53] was then carried
out to simulate the energy deposition and straggling of the protons in the the detector.
In �g.5.3 a sketch of the set-up used in the simulation is shown. In particular, the
simulation includes all the components of the beam-line and of the test box with which
the beam can interact: the kapton window, at the exit of the beam-line, the air gap
between the latter and the detector, the aluminized mylar of the test box windows, the
�eld strips and the gas volume, including the areas outside of the drift volume. We
neglect possible electron losses due to �eld distortions at the edge of the �eld cage, as
there are extra 10 mm of the frame before the active area of the GEM-foils.

y z

x

Fig. 5.3: Schematic view of the simulated geometry. In red, the window at the end of
the beam line, in yellow the windows of the test box.

In �g.5.4 the energy deposition in the drift volume as a function of the proton energy is
shown. In principle, stopping the protons in the drift volume allows to reach higher local
ionization densities (Bragg peak), but at the cost of not having a uniform irradiation
of the GEM-foils. For this reason, the energy of the protons is chosen to be 20 MeV:
in �g.5.5 the energy loss dE/dz across the 49.65 cm length of the GEM-foils is shown.
For a proton energy of 20 MeV we expect a total energy deposition on the active area
of Edep = 1.10 ± 0.05 MeV. It is worth to note that the biggest contribution to the
uncertainty does not come from the energy straggling of the protons - which would result
in �uctuations of the deposited charge - but from the distance of the detector from the
beam window, as it was not mechanically �xed and the measurements performed lack of
precision. Apart from this systematic error, the irradiation of the detector is uniform,
which is what is relevant in this experiment.
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Fig. 5.4: Energy deposition in the drift volume as a function of the initial proton
momentum.

In our gas mixture, Ne/CO2/N2 (90/10/5), which has an e�ective ionization potential
Wi = 37.285 eV, and at nominal gain g = 2000, we thus expect at the last GEM-foil a
total charge per proton Q:

Q =
Edep

Wi

g e = 9.4± 0.4 nC , (5.2)

where e is the elementary charge. To estimate the area of the GEM-foils irradiated by
the ionization tracks, the lateral deviation of the protons from the beam axis due to
multiple scattering was needed. This is usually not an issue in gas detectors, because
of the low density of the absorber, but with low energy protons it has to be taken
into account. The initial pro�le of the beam in the simulations is adjusted according
to experimental measurements (see sec.5.4), assuming for simplicity a gaussian density
distribution, centred on the beam axis. The protons distribution at the output window
is shown in �g.5.6. From this simulations, we don't expect the protons to be stopped
on the GEM-foils, which may induce a higher discharge probability [49].

42



Fig. 5.5: Energy loss dE/dz across the active area of the GEM-foils, for 20 MeV protons.

Fig. 5.6: Proton position distribution at the exit window of the test box. Beam-axis is
in (0,0). GEM-foils are located at y = −53 mm.

The overall current in the GEM-foils is determined by the ampli�cation of the primary
electrons along the ionization tracks. At the rates used in our experiment (10-250 kHz),
no pile-up of the electrons ampli�cation is expected in the GEM-foils. The ions, which
are collected on the GEMs in O(1µs), do not accumulate as well. We then expect only
primary electrons from single tracks to contribute to the current. This simplify the
estimation of the current density. The lateral size of the electron clusters along the
tracks is rather small, as the range of most of the primary electrons is within a few µm.
The dominant contribution on the �nal charge density at the GEM-foils comes from the
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transverse electron di�usion. In Ne/CO2/N2 (90/10/5) at Edrift = 400 V/cm, DT = 223
µm/

√
cm (see sec.6.5), i.e. the cluster spatial extension σ expected after a drift length

∆y ≈ 5 cm is:
σ = DT

√
∆y ≈ 498 µm . (5.3)

Since the scattering of the protons along y is isotropic, the average di�usion of the
clusters is una�ected. Considering an average energy loss along the track 〈dE/dz〉 ≈
2.35 keV/mm (see �g.5.5), the charge density per proton at g = 2000 is:〈

dQ

dA

〉
=

〈dE/dz〉
Wi σ

g e ≈ 4.05 pC/cm2 . (5.4)

5.2 Read-out and set-up

A previously explained, a discharge consists of a propagating streamer connecting the
two copper layers of a GEM-foil, across one or more GEM-holes, which then has two
unambiguous signatures in:

� Voltage drop across the foil, because of the temporary short; conversely, the current
supplied by the power supply rises.

� Huge charge released - for one sector, up to ∼2 µC - which induces a big signal
on the pad-plane.

The set-up that was developed allowed to monitor both. Compared to the TPC-related
tests, is possible to simplify read-out scheme, since a full reconstruct of the proton tracks
was not needed. The Front End Cards (FECs) connected to the pad-plane are divided
into four rows, perpendicular to the radial direction of the IROC (see �g.5.7). For each
row, the signals of the FECs are summed up, ending up with four pad-plane sectors read
out in total. This choice allowed to control that the protons were not stopped inside
the detector and, at the same time, to simplify the read-out scheme and minimize the
data �ow.
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Fig. 5.7: Left: sketch of the four pad-plane sectors read out (in red), superimposed to
the IROC GEM foil. Right: picture of the back of the alubody, with the four rows of
cards de�ning the pad-plane sectors.

Discharge signals had been previously observed to be big enough to be discriminated
without any additional ampli�cation from the electronics. In our case, however, is
important to keep constant track of the beam conditions, to disentangle possible dis-
charges from �uctuations in the proton rate or from bunches of multiple protons. It is
then needed to simultaneously record the energy spectrum of the beam and the number
of discharges.

preamp

ADC

scaler

read-out 

trigger unit

Fig. 5.8: Sketch of the read-out scheme.
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Fig. 5.9: Structure of the
data �le.

The overall read-out scheme is shown in �g.5.8. At �rst, the
raw signal from the pad-plane is ampli�ed and then split.
The two branches are shaped with di�erent time constants,
according to the di�erent purposes: the slow signal (0.4 µs
rise / 1 µs decay time) is digitalized in an ADC, while the
fast one (7 ns rise / 100 ns decay time) provides the sig-
nal both for the discharge counter and the read-out trigger.
The discharges, selected with a high threshold discrimina-
tor, are counted with a scaler. The trigger condition is three
proton signal in coincidence out of four channels; this choice
takes into account local ine�ciencies and gain �uctuations,
plus the possibility of loosing a sector of the GEM foil af-
ter a discharge. The trigger also provides the gate to the
ADC, after a delay set to make it match the slow signal.
The scaler and the ADC are located in a common VME
crate with a processor board (Power PC ), which reads out
both modules simultaneously according to the trigger sig-
nal. This allows to correlate event-wisely beam conditions
and discharges, which is crucial to have a meaningful mea-
sure of the detector instability. The modules used were a
Mesytec MPR-16 charge sensitive pre-ampli�er, a Mesytec
STM-16+ shaper, a CAEN V560 16CH scaler and a CAEN
V785 32CH peak sensing ADC.

The Power PC is read out via a dedicated software, based on the Multi-Branching
System (MBS) [54] DAQ software, developed at GSI (Darmstadt) and adapted for this
experiment. The data from the ADC and the scaler are saved in a ROOT �le, for o�-line
analysis; the structure is shown in �g.5.9. Two channels of the scaler are dedicated to
count the trigger signals and the event time, using a 1 Hz logic signal from a pulser.
An additional on-line monitoring of the scaler data was also implemented. Besides the
total counts, it also shows the counting rate (counts per second), to easily access the
the proton (from the trigger signal) and discharge rate.

The detector is powered using an ISEG EHS 8060n 8-channel 6 kV high voltage module
for the three GEM-foils and the last strip voltage of the �eld cage, and by an ISEG
HPn300 30 kV module for the cathode voltage. The modules are controlled via SNMP
over a WIeNeR M-Pod controller, which is connected to a dedicated PC. The HV
is controlled using a slow control program developed by [55] and re-adapted for our
experiment. The program allows to set the tripping behaviour - current limits, trip
time - of the di�erent channels (resistor chain, last strip and cathode) and to monitor
the currents on-line.
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5.3 Detector and read-out commissioning

The IROC was equipped with a triple GEM-stack of standard-foils (140 µm pitch,
double-conical holes, 50 µm inner diameter). The GEMs were powered up with a re-
sistor chain. Tab.6.3 shows the di�erent HV settings, corresponding to a gain of 2000
in Ne/CO2/N2 (90/10/5), that were used in this experiment. Previous experiences sug-
gested that "IBF" HV settings worsen the stability of the detector: the aim was then
to disentangle the e�ects of the two main parameter which di�er with respect to the
"standard" settings, i.e. the low Et2 and the reversed ampli�cation scheme (∆UGEM1
< ∆UGEM2 < ∆UGEM3). For this reason a hybrid setting, "reversed", with same
�elds as "standard" and same ampli�cation distribution as "IBF", was used.

Standard IBF Reversed

∆UGEM1 (V) 284 227 213
Et1 (kV/cm) 2.6 3.0 2.6
∆UGEM2 (V) 260 278 260
Et2 (kV/cm) 2.6 0.1 2.6
∆UGEM3 (V) 227 318 298
Eind (kV/cm) 2.6 3.0 2.6

Table 5.1: Di�erent IROC HV settings, gain 2000 in Ne/CO2/N2 (90/10/5).

The e�ective gain was calibrated using an 55Fe γ source (5.89 keV), placed right behind
the cathode of the test box (made of 50 µm of aluminized mylar) and pointing towards
the drift volume. Knowing the energy Eγ of each photon, the charge deposited in
the detector is simply Eγ/Wi, where Wi the e�ective ionization potential of the gas
used. Knowing the rate ν of the source, the current expected at the anode, without
ampli�cation, is:

Iexp =
Eγ

Wi

ν e . (5.5)

The ratio between the current measured at the pad-plane Imeas and the expected one is
then the e�ective gain:

g = Imeas/Iexp . (5.6)

The rate of the 55Fe source was extracted from the energy spectrum, after background
subtraction, dividing the integrated area by the live time of the measurements (i.e.
excluding the dead time).

Fig.5.10 shows a typical 55Fe energy spectrum in Ar/CO2 (90/10). The photons are
expected to be fully absorbed in the drift volume, which then translates in a single-
peaked spectrum corresponding to fully ionizing energy deposition. However, in argon-
based mixtures, there is a competitive mechanism. The photon can remove an electron
from the inner K-shell of the argon atoms (binding energy EB = 3.21 keV), leaving
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behind an Ar+-ion; the latter could either emit an Auger electron carrying an energy
close to EB, which is most probably stopped in the drift volume (resulting in a full-energy
signal), or a low-energy photon, which on the contrary can escape without ionizing the
gas atoms. There is thus a small probability of having a signal corresponding to an
energy of E = Eγ − EB = 2.68 keV.
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Fig. 5.10: ADC spectrum of 55Fe photons in Ar/CO2 (90/10), "standard" HV settings,
gain ∼ 104, �tted with the sum of an exponential and two Gaussian functions (red). The
resulting peaks after background subtraction are shown, corresponding to an energy of
5.89 keV (green) and 2.68 keV (blue).

The e�ective gain depends on the ampli�cation in the GEMs, mainly set by the gas
proprieties and the∆UGEM, and on the transfer �elds in between, as they determine the
collection and extraction e�ciency of the electrons. It was then necessary to calibrate
each HV setting independently for each gas mixture. In �g.5.11 the gain calibration
curves used in this experiment are shown. One can notice that for "IBF" settings
higher voltages on the GEMs (see tab.6.3) are required to compensate the low electron
extraction e�ciency after GEM2, due to the low Et2.
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Fig. 5.11: Gain calibration curves for Ne/CO2/N2 and Ar/CO2 (90/10). The voltage
refers to the total voltage applied on the GEMs and distributed, among them, via the
resistor chain.

After properly calibrating the detector, it was needed to check whether the discharge
signals could be clearly discriminated from the signals of protons. For this, a low rate
(∼ 0.5 Hz) gaseous 222Rn source, which emits α-particles (5.49 MeV), has been used.
The energy deposition is ∼ 20 times higher than that of protons: in case of a full energy
deposition over one pad-plane sector (i.e. one channel), 5.49 MeV for α-particles versus
1.1 MeV / 4 pad-plane sectors = 0.257 MeV for protons. The discharge signal, on the
contrary, depends only on the charge stored in the GEM sectors. The 222Rn source thus
provided a safe benchmark for the purposes of this experiment. It should be noted,
however, that it was used a pre-ampli�er with 20 times higher input range, to avoid
it to saturate. Fig.5.12 shows a typical discharge signal on the oscilloscope. Since the
222Rn atoms are homogeneously di�used in the gas and the direction of the α-particles
is isotropic, some of the ionization tracks (∼ 3−6 cm, depending on the gas, see �g.6.8)
do not entirely lie in the drift volume and they do not result in a full energy signal. This
explains why the energy spectrum (�g.5.13) presents a long tail preceding the full-energy
peak.
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Fig. 5.12: Typical discharge signal at the oscilloscope, after shaping and ampli�cation.
The smaller signals are from 5.49 MeV α-particles (see text).

Fig. 5.13: ADC spectrum of 222Rn α-particles in Ar/CO2 (90/10); "standard" HV
settings, gain ∼ 104.

50



5.4 Results

As seen from simulations (see sec.5.1), it was �rst needed to estimate the beam lateral
pro�le, to compute the surface of the GEM-foils irradiated by the beam and the energy
deposition distribution. We used a CsI scintillating crystal placed in front of the beam
window. Since the crystal emits photons in the visible range, it was su�cient to use a
camera to have a direct view of the beam pro�le. With a reasonable margin, the beam
was estimated to be focused within ±5 mm.

The gas used during all the proton runs is Ne/CO2/N2 (90/10/5). In connection with the
ALICE GEM-TPC project, the priority was to test the stability of the di�erent settings,
especially the "IBF" ones, at the gain of 2000 foreseen for real TPC operations. The
proton rate is set at 10 kHz, which corresponds to an expected current density of 40.5
nA/cm2, of the same order of magnitude of what expected at LHC in 50 kHz Pb-Pb
collisions (∼ 10 nA/cm2) [37], during RUN 3. A typical energy spectrum in one of
the pad-plane sectors is shown in �g.5.14: the single energy peak, followed by a small
amount of pile-up. For a signal pulse width τ ≈ 2 µs, set by the shaping time, the
probability of tail pile-up (interval between pulses ∆t < τ) at a rate ν = 10 kHz is
P (∆t < τ) = 1 − e−ντ ≈ 2%, which explains the tail after the proton peak, as the
integrated area corresponds to ∼ 3% of the one of the peak itself.

Fig. 5.14: ADC spectrum of protons, "IBF" HV settings, gain 2000.

During the �rst runs, each one ∼ 1 h long, no discharges were observed in the di�erent
settings, allowing us to establish lower limits of discharge probability in such conditions
(tab.5.2).
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HV settings Gain Current density (nA/cm2) Disch. Prob.

Standard 2× 103 40.5 < 2.5× 10−8

IBF 2× 103 40.5 < 2.5× 10−8

Table 5.2: Limits on discharge probability: gain 2000, 10 kHz proton rate.

Since no discharges were recorded, the "reversed" HV settings were not tested. To set the
limits of our detector in terms of ampli�cation capabilities in such harsh environments,
the gain is increased, scaling the potential Utot supplied to the resistor chain in steps
of ∆U/Utot = 5%, in ∼ 16 min long runs. Because of the voltage divider HV scheme,
in order to increase the gain the transfer �elds have to change as well. However, while
the ampli�cation on GEMs can be increased by one order of magnitude with ∼ +10
∆U , the proprieties associated to the transfer �elds, which correspondingly change by
∼ 10 ∆U/2 mm ≈ 0.05 kV/cm, are less a�ected.

Fig. 5.15: Typical current measurement. The gray line shows the current expected from
the standard powering of the resistor chain, the magenta line indicates the current limit
set to record a trip, ∼ 2 µA above. When the beam was turned on, a �uctuating current
appeared, because of the ampli�cation process in the GEM-foils. When a discharge
occurred, the power supply (PS) tripped, even if the over-currents were too fast to be
recorded.

The proton rate was kept constant at 10 kHz. Above g ≈ 104, the pre-ampli�er was
saturated by standard signals of protons, making impossible to discriminate discharges
from the pad-plane signals. The discharges were then detected only from the over-
currents measured by the power supply. In particular, the current limits were set below
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the rises expected in case of a discharge (∼ 2 µA) and the trips of the power supply
were then recorded. In the conditions of our experiment, because of the great charge
deposited by the protons, the ampli�cation mechanism itself induced a non-negligible
�uctuating current, which had to be taken into account while setting the thresholds. A
picture of the current monitor during the beam, with the threshold set for the power
supply trips, is shown in �g.5.15.

In "standard" and "reversed" HV settings no discharges were again recorded, up to
g = 1.23 × 105, above which the chamber started to show instabilities (power supply
trips) even without the beam. The corresponding lower limits are then reported in
tab.5.3.

HV settings Gain Current density (nA/cm2) Disch. Prob.

Standard (0.45− 1.23)× 105 91 - 1646 < 1.7× 10−7

Reversed (0.45− 1.23)× 105 91 - 1646 < 1.7× 10−7

Table 5.3: Limits on discharge probability: scan on gain, 10 kHz proton rate.
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Fig. 5.16: Discharge probability as a function of gain, recording trips of the power supply,
in "IBF" HV settings. Blue points are lower limits, red points established values (see
text).

The only discharges were recorded with "IBF" settings above g ≈ 4.3 × 104 (expected
current density ∼ 91 nA/cm2), see �g.5.16. Above a gain of g = 5.2 × 104 the current
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�uctuations due to the beam itself became of the same order of magnitude as the current
limits, which again made impossible to discriminate discharges from the measurement
of the over-currents.

The �nal test was performed increasing the beam intensity at a �xed gain of 2000.
Since the only discharges appeared with "IBF" HV settings, only these were used. Also
in this case the limits of the read-out were reached, as pile-up started to dominate
in the signal processing. The extrapolation of the real proton rate was based on an
independent measurement of the beam intensity, using a Faraday cup placed right after
the accelerator. Within the limits of the read-out, the rate measured with the IROC
and the beam intensity measured with the cup were linearly correlated (see �g.5.17);
above ∼ 50 kHz, the read-out reached saturation. From a linear �t, it was possible to
estimate the proton rate through the IROC; the limit of the �t region corresponds to
50 kHz rate measured with the IROC, which corresponds to a probability of tail pile-up
of ∼ 5%.

Because of the pile-up, it was not possible to exploit the signals from the pad-plane
to measure discharges; they were measured via the trips of the power supply due to
over-currents. The rate was increased step by step, until 258± 8 kHz (expected current
density ∼ 1045± 32 nA/cm2). No discharges were recorded, allowing to set lower limits
on discharge probability (tab.5.4).
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Fig. 5.17: Rate measured with the IROC as a function of the beam intensity. The real
rate is extrapolated from a linear �t within 50 kHz.
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HV settings Max p rate Current density (nA/cm2) Disch. Prob.

IBF 258± 8 kHz 1045± 32 < 3.9× 10−8

Table 5.4: Limits on discharge probability: scan on proton rate, gain 2000.

Within the limits of the beam intensity and of the statistics that was collected, the
detector was stable. Also with "IBF" HV settings, which previously showed to be more
problematic in this sense, no discharges were observed up to high gains, ∼ 10 times
higher than what is foreseen to be used in ALICE, and current densities ∼ 100 times
higher than those expected in 50 kHz Pb-Pb collisions during RUN 3.

Comparing these results with what was experienced in previous beam tests, two main
di�erences have to be pointed out, which were probably connected to the better stability
observed:

� The new gas mixture, with an extra fraction of quenching gas (N2).

� The direction of the beam, parallel to the GEM-foils.

As previously said, in fact, the direction of the ionization tracks with respect to the
GEMs can also play a role: the interaction of the particles with the GEM-foils could
lead to very high, very localized clusters of electrons, ending up in one GEM-hole,
which would then more likely trigger a discharge. However, other previous observations
were con�rmed in this test: there is still an indication that the voltages and the �elds
(∆UGEMi, Eti,ind) do play a role in terms of stability, as was measured later (sec.6.4),
and that the settings optimal for ion back-�ow suppression worsen the stability of the
detector.

This test constituted an important benchmark for the GEM-IROC prototype, that mil-
itates in favour of the possibility to sustain the ALICE TPC scenario during RUN 3.
Further tests at LHC are nevertheless required to unambiguously prove the reliability
of the detector. As a �nal remark, concerning the future of the ALICE GEM-TPC
project, it's important to evidence that the latest modi�cation foreseen for the detector,
featuring a quadruple GEM-stack, are expected to introduce an additional improvement
in terms of stability, as the GEMs could be operated at lower voltages and the electron
distribution among di�erent GEM-holes would be enhanced, thus reducing the maxi-
mum GEM-hole charge density. Further tests with this new con�guration are of course
also needed.
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Chapter 6

Discharge studies

The test with the IROC prototype was performed to measure its limits in an extremely
harsh environment, with the latest settings foreseen at that time for the ALICE GEM-
TPC upgrade. These settings were chosen to ful�l the requirements that are most crucial
for the TPC, mainly the IBF suppression, while no systematic study of their in�uence
on stability was ever performed. The main purpose of this work was then to study this
in�uence, with the objective to �nd a common working point between IBF suppression
and stability. Many di�erent detector's parameters can play a role:

� gas choice,

� voltages on GEMs,

� transfer and induction �elds.

Since the mechanisms involved in the formation of discharges in GEMs are still known
only to a limited extent, it was not easy to foresee how these parameters could a�ect
stability. For this reason, we carried out a dedicated study using a smaller triple-
GEM detector. The choice of a smaller detector was mainly motivated by having more
�exibility in changing the settings and, eventually, in substituting damaged GEM-foils,
and by requiring less gas consumption; however, since the GEM-foils and the HV settings
used had the same characteristics of those of the IROC, this measurements are expected
to provide direct insight on its limits.

What is also important in the framework of this study is to give a consistent explanation
of the measurements, to disentangle the results from the speci�c experimental set-up
and extract a general model of discharge formation in multi-GEM detectors, which could
be successfully applied to estimate its stability in di�erent scenarios. This was partially
accomplished by a detailed simulation of the detector and the microscopic picture of
the GEM ampli�cation. The relevant quantities which were studied are:

� primary ionization density across the drift volume,

� maximum number of electrons produced on each GEM,

� charge sharing between di�erent GEM-holes.
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6.1 Detector and read-out

A triple-GEM detector was used, with a small drift chamber, sketched in �g.6.1. The
signal is read out from a single pad, the anode, of 8x8 cm2, above which a triple GEM-
stack of 10x10 cm2 standard foils (140 µm pitch, double-conical holes, 50 µm inner
diameter) is placed. The distances between the GEM-foils are 1.8 mm. The cathode is
placed 2.5 cm above the GEMs. The surrounding box features two windows, one on the
side and one above (aligned to a small hole on the cathode), of thin kapton (50 µm),
for measurements with radioactive sources.

Fig. 6.1: Left: top view of the small triple-GEM detector. Right: sketch of the GEM-
stack used in the measurements.

The read-out scheme is shown in �g.6.2. The signal induced at the anode is either
processed in an amplifying-shaping branch, to record the energy spectra, or used to
identify discharges: the raw signals are attenuated by 14-18 dB, i.e. factor ∼ 5 − 8 on
amplitude, before being discriminated (�xed threshold of -1 V) and then counted on a
scaler. The same low rate (∼ 0.5 Hz) gaseous 222Rn source is used, both to calibrate the
read-out and for the discharge measurements. A typical signal from a discharge, after
attenuation, is shown in �g.6.3 (left).
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Fig. 6.2: Sketch of the readout scheme.

Discharge signals are usually rather long (∼ 1 µs) and noisy (∼ 20% oscillations in
amplitude): to avoid multiple counting from the signal tail, a gate (> 1 µs) is generated
from the discriminator and used to veto the scaler. It has also been observed that two
discharges may appear in sequence, separated by a time interval of ∼ 60 µm, see �g.6.3
(right); since the source rate was much lower, the two are most probably associated to
the same highly ionizing event. It would then be the case of a propagating discharge
across di�erent GEM-foils. Since for protection reasons the HV was supplied via a
resistor chain, it was impossible to monitor the currents on the single GEMs and thus
con�rm this interpretation. Nevertheless, some insight can be had on the underlying
physical process from the time scale involved.

Fig. 6.3: Discharge signals at the oscilloscope (yellow) and the gate generated from the
discriminator (blue), with pulse height scale 1 V/div. Left: single discharge signal, with
200 ns/div time scale. Right: double discharge event, with 20 µs/div time scale.
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It is de�nitely higher than the typical drift time of the electrons across the GEMs
(∼ 10 − 100 ns). On the contrary, the time scale roughly matches the drift time of
ions between GEMs: the second discharge could then be caused by the back-drifting
ion charge-cloud produced in the �rst one.

Because of the limitations of our apparatus, no further studies were done around the
causes and the nature of these propagating discharges. Since they were triggered by the
same event, according to the de�nition of discharge probability (discharge per particle)
used in this study, they were counted as one discharge. The multiple counting was
avoided using a longer gate (1 s) for the scaler. The dead time, that was taken into
account in the computation of the α-particle rate, was anyway small compared to the
typical discharge rates that were measured (10−3−10−6 Hz). The rate of the 222Rn source
was measured with two independent methods: from the energy spectrum, using the
amplifying-shaping branch of the read-out (see �g.6.2), and counting the un-attenuated
raw signals, discriminated with a proper threshold. Both methods give comparable
results within statistical uncertainties.

The e�ective gain was calibrated using the 55Fe low-energy γ source (5.89 keV), placed on
the window above the cathode and pointing towards the drift volume. The principle was
the same of the one used with the IROC: record the energy spectrum, measure the rate
of the source and, knowing the energy deposition, extract the gain as the ratio between
the current measured at the anode and the expected one, without ampli�cation. Gain
curves were taken with every HV setting in every gas. As a reference, the calibration of
some the di�erent con�gurations used in these measurements are reported in �g.6.4.

The low rate source set the main limitations in terms of the statistics that could be
collected: to measure discharge probabilities down to ∼ 10−5, ∼ 3 days of measurement
were required. This forced to measure at very high gains (> 104), above the typical
operative values of g ∼ 2000. It has to be mentioned that these long term measurements
could have been a�ected by gain �uctuations due to pressure and temperature variations,
as extensively observed with gas detectors [57], which were partially corrected calibrating
the gain at the beginning and the end of each measurement. Nevertheless, the biggest
contribution in the uncertainties of the e�ective gain was due to the measurements of
the current at the anode, which usually had a relative error of ∼ 10%.
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Fig. 6.4: Gain calibration in di�erent gases with "standard" HV settings (up) and with
di�erent HV settings in Ne/CO2/N2 (90/10/5) (down). The total voltage is the one
applied to the resistor chain.
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6.2 Gas e�ects

The �rst measurements were aimed to establish the contribution of the di�erent gas
mixtures on the discharge probability. It has to be evidenced that no systematic studies
on triple-GEM detectors were ever made in this sense. There are di�erent indications
regarding limits of operation in argon-based mixtures, as they were used by many GEM
detectors built so far: Ar/CO2 [41] [46], Ar/CF4 [58], Ar/CF4/C4H10 [59]. The only
extensive study on discharge probability was performed in Ar/CO2 (70/30) [49], how-
ever focusing on the e�ects of other parameters (number of GEMs, HV settings). For
neon-based mixtures, on the contrary, there is only a limited experience in real appli-
cations [57] and no dedicated studies of its stability in GEM detectors. Considering,
more in general, Micro-Pattern Gas Detectors (MPGDs), some observations were made
[60] concerning the di�erences between argon and neon in Micromegas [61] detectors,
concluding that with the latter higher gains could be reached before the appearance of
discharges.
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Fig. 6.5: Discharge probability as a function of gain in argon-based gas mixtures, with
"standard" HV settings, compared with measurements from [49] (Bachmann et al.).

The discharge probability was �rst measured in two argon-based gas mixtures, as a
function of the e�ective gain. The results are shown in �g.6.5. The measurements in
Ar/CO2 (70/30) from [49], performed with a 222Rn source, are also shown. Considering
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the slightly di�erent HV settings and the di�erent ambient conditions (pressure, tem-
perature, oxygen and water content), the agreement is rather good. For the other gases,
no previous measurements were published. In �g.6.6 the measurements in neon-based
gas mixtures are shown.
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Fig. 6.6: Discharge probability as a function of gain in neon-based gas mixtures, with
"standard" HV settings.

The results clearly show a consistent e�ect, of order of magnitudes, that small fractions
of quenching gases (CO2, N2) introduce in terms of discharge probability. Consider-
ing the same e�ective gain, i.e. same charge �owing across the GEMS, neither the
di�erences in primary ionization or di�usion, which reduces the charge density at the
GEM-holes, are enough to explain the di�erences observed. The results suggest that
other mechanisms may play a bigger role in discharge formation, for example absorption
of photons from atomic de-excitation or electronic capture (photon feedback suppres-
sion), for which quenchers are thought for (see sec.2.5). It also seems that the curves
roughly follow a power-law dependence (straight lines in log-log scale), of the form:

Pd(g) ≈ a gb , (6.1)

where a and b are set by the gas proprieties. The dotted lines in �g.6.5 and 6.6 are
results of �t with this function. The values of the slope parameter b of the di�erent �ts
are reported in tab.6.1.
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gas mixture slope parameter b
Ar/CO2 (70/30) 10.5± 0.6
Ar/CO2 (90/10) 9.8± 0.4
Ne/CO2/N2 (90/10/5) 4.1± 0.6
Ne/CO2 (90/10) 2.8± 0.5

Table 6.1: Slope parameters for di�erent gas mixtures, "standard" HV settings.

The slope is similar between mixtures with same noble gas, even in the case of the
neon, where a di�erent quencher is added. This suggests that it is mainly set by the
noble gas, i.e. by the primary ionization density, while the fraction of quenching gas
only introduces an o�set. A deviation from this behaviour is observed above g > 105.
The e�ective gain was measured with a low-energy 55Fe γ-source, which induce ∼ 103

times less ionization electrons than the α-particles; for the latter, at this high gains,
the detector is being operated close to the Raether limit, where deviations from the
proportionality in the ampli�cation of the GEMs have been observed [62] [63]. The
main mechanism involved is thought to be the space charge e�ect in the GEM-holes,
that locally reduces the electric �eld [64]; the smaller e�ective gain in the case of the
α-particles could then explain the measurements. Because of the low rate of the 222Rn
source, it could not be used to measure the gain, and thus con�rm this interpretation.

6.3 Charge density simulations

As the measurements showed, the discharge formation is certainly connected to the
proprieties of the quenching gases, which are rather complex to simulate, but also on
the local charge density on the GEM-foils, which on the contrary can be computed from
the energy deposition in the drift volume. A detailed simulation of the experimental
set-up has been developed to study this e�ect. We used Geant4 [53], with a physics
list - set of simulated interaction processes and relative cross-sections - dedicated to
low-energy electromagnetic interactions (G4EmLivermore), which are responsible for
the ionization of the gas molecules. The charge density mainly depends on the energy
loss dE/dx of the α particles along their tracks; this is described by the well-know
Bethe-Bloch formula:

dE

dx
=

4πne4

mc2β2
Z2

(
log

2mc2β2γ2

I
− β2

)
, (6.2)

where mc2 is the rest energy of the electron, Z the charge of the travelling particle, n
the electron density and I the mean excitation energy of the atoms of the medium. This
formula is derived considering every possible event that can contribute to energy loss in
the medium; this includes those scattering events with high-energy transfers, that result
in the creation of a high-energy electron (δ-ray). These do not really contribute to the
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energy deposition along the track, as they will be stopped within a range bigger than
the typical spatial resolution of the detector. The introduction of an e�ective cut-o�
in the maximum possible energy transfer (up to 250 keV, for instance, in argon-based
mixtures [26]), leads to the so-called restricted Bethe-Block formula, which has been
found to successfully describe the ionization density in gas detectors [26] [25].
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Fig. 6.7: Straggling function of α-particles in di�erent gases, comparing Genant4 and
SRIM predictions.

In Geant4, the energy loss is calculated on an event-per-event basis and the cut-o� is set
by the minimum energy that secondary particles need to have to generate independent
tracks. For the purposes of this work, it was important to validate the predictions
of Geant4 with an existing reference. A dedicated Monte-Carlo code for heavy-ions,
Stopping and Range of Ions in Matter (SRIM) [65], was used, as it last version available
(SRIM-2013). This latter only computes the total energy loss of ions, so no cuts were
used with Geant4, for the above-mentioned reasons. The most meaningful quantities
to compare are the straggling functions, energy loss dE/dx as a function of the particle
energy: an overall compatibility, within ∼ 10%, was found for all the gas used (see
�g.6.7).

In �g.6.8 the predicted Bragg curves - energy loss (dE/dx) as a function of the track
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length - for 5.489 MeV α-particles in the di�erent gases are shown. Since the dimensions
of the detector (drift volume: 2.5 × 10 × 10 cm2) are comparable to the typical track
lengths, di�erent acceptances and total energy depositions are expected in the di�erent
gases, considering that the 222Rn atoms are homogeneously di�used in the gas and the
direction of the α-particles from their decay is isotropic. The biggest di�erence comes
from the di�erent densities of the gases, to which the energy loss is directly proportional:
at 21.1 ◦C and 1 atm, argon density is 1.65 mg/cm3 and neon one 0.84 mg/cm3.
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Fig. 6.8: Bragg curves of 5.489 MeV α-particles, for di�erent gases.

The following parts of the detector set-up were included in the simulation: cathode, drift
volume, GEM-stack, gas between the GEMs. The primary ionization is not calculated
on a collision-by-collision basis, but is extracted from the energy deposition at each step
of the tracks. The average number of electrons 〈n〉 ionized along each step length ∆xi,
knowing the e�ective ionization potential of each gas W , is:

〈n〉 = (∆E/∆x)i
W

. (6.3)

To simulate the �uctuations in the ionization density due to di�erent collision dynamics,
the real number n is sampled according to a gamma distribution with mean value
µ = 〈n〉 and dispersion k = 〈n〉/ν, where ν is the Fano factor:

P (n) =
xk−1 e−xk/µ

(µ/k)k Γ(k)
. (6.4)
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Fig. 6.9: Artistic view of the GEM-hole charge density computation: the number of
primary electrons after simulating drift and di�usion is integrated in volumes of 130×
130× (vd∆t) µm3 (see text).

No measurements of the Fano factor of the di�erent gas mixtures used were performed.
We therefore used the value measured with 5.3 MeV α particles in pure argon: ν = 0.2
[66].

The position of the ionization electrons is randomly distributed along the step length.
Since the electrons undergo di�usion (both transverse and longitudinal), according to
their distance from the GEMs, before being ampli�ed, this is simulated with a random
shift in their position according to a Gaussian distribution of width σx,y = DT

√
∆z,

σz = DL

√
∆z. The di�usion coe�cients, for the di�erent gases, are computed with a

dedicated simulation (see sec.6.5). Of course, not all the electrons arriving on a GEM-
hole after one event sum up in the avalanche, as they are ampli�ed in di�erent instants.
Assuming a typical time scale of an ampli�cation event - including drift across 3 GEMs
and collection - of ∆t ≈ 100 ns, the integration along the z-axis (perpendicular to the
GEMs) is performed in steps of ∆z = vd ∆t, where the drift velocity vd depends on the
gas. The gas proprieties used in this simulations, as calculated by a dedicated Magboltz
[67] simulation (see sec.6.5), are reported in tab.6.5. For the sake of simplicity, the
geometric shape of the GEM-holes area in the simulation does not reproduce the real
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honeycomb structure, but is a square surface of equivalent area (∼ 130 µm side).
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Fig. 6.10: GEM-hole charge density distribution (see text) in Ar/CO2 (90/10), normal-
ized on the number of events.

An artistic view visualizing the procedure is shown in �g.6.9. A typical GEM-hole
charge density distribution ρ(n) - number of electrons per unit volume, as de�ned before
- computed from a simulation is shown in �g.6.10. To translate the computed charge
density in terms of discharge probability, some assumptions need to be done: �rst of
all, that the formation of a spark is due only by the local concentration of charge. The
discharge probability Pd is then the probability per event to exceed a critical charge
density ρcrit in one GEM-hole:

Pd =

∫ ∞

ρcrit

ρ(n) dn . (6.5)

The primary ionization critical density is clearly proportional to the Raether limit, but is
also a�ected by all the other processes that distribute, subtract or add charge inside the
detector and have not been simulated: attachment, Penning e�ect, collection e�ciency
on GEM1, etc. In the following, they will be implicitly included them in the de�nition
of the e�ective Raether limit RLe�, i.e. the primary charge deposited in the volume
above a GEM-hole that eventually leads to a discharge. Since ρ(n) does not include the
gain g of the detector, it also has to be taken into account: increasing the ampli�cation,
one obtains an equal number of electrons in the GEM-holes from less primaries. The
critical density is thus:

ρcrit =
RLe�

g
. (6.6)
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The gain �uctuations expected in the ampli�cation stages are not simulated. Other
possible e�ects connected to the GEM proprieties are also neglected. Since ρcrit(g),
integrating the GEM-hole charge density distribution as in eq.6.5, we obtain the dis-
charge probability as a function of gain, Pd(g). The only free parameter which is tuned
to match the measurements is RLe�, which corresponds to the horizontal o�set of the
Pd(g) curves. The results are shown in �g.6.11 and 6.12, respectively for argon- and
neon-based mixtures.
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Fig. 6.11: Predicted Pd(g) curves from Geant4 simulations, compared to measurements,
in argon-based mixtures.

An overall agreement is found between simulations and measurements. The most re-
markable deviation is observed in neon-based mixtures at high gains. This could be
explained as well with the saturation of the e�ective gain, as described in sec.6.2. The
absolute values of RLe� that best match the measurements are reported in tab.6.2. The
e�ects of the quenching gases translate, in this model, in a di�erence of the maximum
charge sustainable, quanti�ed in terms of RLe�. The model successfully explains the
power-law dependence of Pd(g) with the similar behaviour of the GEM-hole charge
density distribution, that is observed for high-charge density events (n > 100) in the
simulations (see �g.6.10):

ρ(n) ∝ n−b ⇒ Pd =

∫ ∞

ρcrit

ρ(n)dn ∝ 1

b− 1

(
g

RLe�

)b−1

∝ gb . (6.7)
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Fig. 6.12: Predicted Pd(g) curves from Geant4 simulations, compared to measurements,
in neon-based mixtures.

The di�erences in the slopes of argon- and neon-based mixtures can then be explained
in terms of the di�erent energy deposition scenarios. In argon, which is denser, there is
a higher probability that tracks are fully contained in the drift volume, with a higher
average dE/dx: the steep Pd(g) curve re�ects the statistics of the ionization distribution
in the gas. In neon, on the contrary, the average charge density in the drift volume is
smaller, but more particles end up on the GEMs, resulting in a high charge density
close to the GEM-holes, where di�usion does not contribute: the combination of the
two results in a �atter curve.

gas mixture RLe�
Ar/CO2 (70/30) 2.80× 108

Ar/CO2 (90/10) 1.05× 108

Ne/CO2 (90/10) 6.40× 107

Ne/CO2/N2 (90/10/5) 1.00× 108

Table 6.2: E�ective Raether limits for di�erent gas mixtures.

Because of the di�erent approximations that have been used in this model, it is not
possible to state anything de�nitive concerning the real Raether limits of the detector
in the di�erent gas mixtures. Care must also be taken when directly extrapolating these
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results, in terms of charge densities, to di�erent scenarios: because of the steepness of the
Pd(g) curves, small systematic errors in the computation of the charge can translate into
a big o�set of the predicted discharge probability. In particular, a realistic description
of the ionization distribution along a track and of the gain �uctuations in the detector
is required to con�rm these predictions. Also the interaction of the particles with the
GEM-foils, which could have an in�uence, needs to be better understood, including a
precise microscopic modelling of the electrons extracted into the gas and the resulting
charge densities.

However, the overall agreement between simulations and measurements shows that the
discharge probability is strongly correlated with the GEM-hole primary charge density,
and suggests that - at least with the "standard" HV settings used in these measurements
- it is indeed the crucial parameter for the determination of the dependency of the
discharge probability on the gain. These results give as well con�dence that a meaningful
estimation of GEM detectors stability can be performed in di�erent scenarios, including
the LHC one, using the simple model proposed and the values of RLe� hereby reported.
It is worth to note that a similar approach has been previously adopted [68] in a stability
study with Micromegas detectors. Di�erent assumptions were made in the simulations
and the scenario was di�erent as well (15 GeV π+ beam-source): nevertheless, the basic
idea, that discharges happen when locally - in the sense of the area were the ampli�cation
takes place - exceeding a certain charge density critical value, was the same. The results
were consistent with the measurements, as in this work.

Another interesting result of the simulations is that the ratios of the di�erent RLe�

allow to estimate the e�ects of the di�erent gas components. Possible systematic errors
introduced by the approximations in the computation of the GEM-hole charge density
are expected to cancel out. Indeed already a small fraction of nitrogen (4.8%) increases
the maximum charge sustainable by a factor:

RL
Ne/CO2/N2 (90/10/5)
e� /RL

Ne/CO2 (90/10)
e� ≈ 1.56 . (6.8)

On the other hand the di�erent fraction of carbon dioxide (CO2) in argon-based mix-
tures, from 10% to 30%, translates into:

RL
Ar/CO2 (70/30)
e� /RL

Ar/CO2 (90/10)
e� ≈ 2.67 . (6.9)

These numbers con�rm the observations made in sec.6.2: the quenching gases strongly
a�ect the maximum charge sustainable by a GEM before electrical breakdown. This in
turn suggests that the photon feedback mechanism play a major role in the formation
of propagating streamers in GEM detectors. Finally, it is possible to compare the two
noble gases with an equal fraction of quenching gas:

RL
Ar/CO2 (90/10)
e� /RL

Ne/CO2 (90/10)
e� ≈ 1.64 . (6.10)

Even if this result does not allow to derive general conclusions, it indicates that argon can
sustain higher charge densities than neon before the appearance of discharges. However,
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since argon is denser and has a lower ionization potential than neon, the average primary
charge density is also higher, which means that it would not necessarily be more stable
in practical applications.

6.4 HV settings e�ects

The e�ects of di�erent HV settings on the discharge probability were studied as well,
in the gas mixture Ne/CO2/N2 (90/10/5). As previously said, there are two main
di�erences between the "standard" and "ion back-�ow" settings, respectively optimized
for stability and ion back-�ow suppression:

� the order of ampli�cation, set by the voltage applied on GEMs,

� the low transfer �eld above GEM3 (Et2).

To disentangle the contribution of these two parameters to discharge formations, a series
of measurements with intermediate settings ("reversed" and "low-Et2") was carried out.
The speci�cations of the di�erent HV settings at gain 2000 are reported in tab.6.3.

standard IBF reversed low-Et2

∆UGEM1 (V) 284 227 213 318
Et1 (kV/cm) 2.6 3.0 2.6 3.0
∆UGEM2 (V) 260 278 260 278
Et2 (kV/cm) 2.6 0.1 2.6 0.1
∆UGEM3 (V) 227 318 298 227
Eind (kV/cm) 2.6 3.0 2.6 3.0

Table 6.3: Di�erent triple-GEM HV settings, gain 2000 in Ne/CO2/N2 (90/10/5).

The results are shown in �g.6.13. Both ampli�cation order and low transfer �eld have a
considerable e�ect on stability, that translates into a di�erence of more than one order
of magnitude, for a �xed e�ective gain, of the discharge probability, which sum up to the
"IBF" HV settings values. These measurements shows that the voltages and the electric
�elds in the GEMs can actually be much more crucial for stability than the choice of
the gas mixture. The gas choice �xes the total primary charge density on the GEMs,
which cannot then explain the di�erences observed. What is indeed connected to the
HV con�guration, and can di�er even at a �xed e�ective gain, is the real charge �owing
through the GEM-holes. This depends on the collection and extraction e�ciencies of
each GEM, which in turn are set by the electric �elds and the ∆UGEMs. Moreover,
the charge sharing among di�erent GEM-holes on GEM2 and GEM3, which reduces the
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GEM-hole charge density, can also be a�ected by the HV settings. These e�ects will be
extensively studied in sec.6.5 and will partially explain these measurements.
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Fig. 6.13: Discharge probability in Ne/CO2/N2 (90/10/5), with di�erent HV settings
(see tab.6.3). The dotted lines are �ts with eq.6.1.

One also observes a variation in the slope b of the Pd(g) ∝ gb curves (see tab.6.4) in
the "reversed" and "low-Et2" settings. This e�ect could come from the di�erent scaling
of the absolute voltages (∆UGEM) and the �elds. In fact, using a voltage divider as
a powering scheme, to increase the total gain of the detector one increases the total
potential supplied and this is distributed according to the resistors to every electrode.
The e�ects responsible for the higher discharge probability can have a dependence on
the absolute voltages on each GEM and the �elds which needs to be disentangled from
the measurements at di�erent e�ective gains.

HV settings slope parameter b
standard 4.2± 0.6
reversed 5.4± 0.6
low-Et2 6.1± 0.7
IBF 4.2± 0.5

Table 6.4: Slope parameters for di�erent HV settings, in Ne/CO2/N2 (90/10/5).
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The e�ect of the order of ampli�cation has been further studied, measuring the discharge
probability for other two settings, with ampli�cation order between "standard" and "re-
versed". Fig.6.14 shows the di�erences at equal gains, as a function of the ampli�cation
order:

∆UGEM3−∆UGEM1

∆UGEM2
. (6.11)
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Fig. 6.14: Discharge probability at �xed gains for di�erent ampli�cation order among
GEMs (see text). The �rst point on the left corresponds to "standard" HV settings,
the last one on the right to "reversed" ones.

The most stable con�guration that was found is the one with equal ampli�cation among
the three GEMs; it thus seems that the maximum ∆UGEM, which is the lowest in the
latter case, does have an in�uence as well in discharge probability. As expected, on the
contrary, there is a di�erent increase in discharge probability according to the order of
ampli�cation, seen by the asymmetric shape of the curve of �g.6.14. In conclusion, the
results show that the discharge probability, at a �xed primary charge density, strongly
depends on the order of ampli�cation and suggest that the maximum ∆UGEM in the
GEM-stack may in�uence it as well.
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6.5 GEM simulations

To understand the in�uence of the HV settings on the discharge probability, a detailed
simulation of a GEM detector was performed. The electrostatic potentials in the GEM-
holes were calculated with ANSYS [69] and using Gar�eld++ [70] the transport and
the ampli�cation of the electrons in the gas was simulated.

Fig. 6.15: Unit cell of a GEM-foil, used to calculate the electric potentials with ANSYS.

ASNYS is an engineering simulation software based on Finite Element Method (FEM).
First, the geometry of the system (in our case, of a GEM-hole), is de�ned in a 3D
Computer-aided design (CAD) system; to calculate the potential in the gas volume, the
latter is divided into a grid of elements, de�ned by the position of the nodes at their
edges. The FEM algorithm works in the following way: after having �xed the boundary
conditions and the surfaces of the volume, it starts to calculate an approximate solution
on the nodes of the external elements. The calculation is continued on the neighbouring
elements, which share some nodes on which the solution is known, until the potential
on every volume's node is computed. A comprehensive introduction to the topic can
be found in [71]. The volume of the elements of the grid (mesh) is not �xed, but varies
according to the expected gradient of the �elds, to have a �ner calculation where needed;
the meshing procedure is automatically performed by ANSYS. Initial conditions at the
surface boundaries (voltages of the di�erent electrodes), as well as material proprieties,
need to be set by hand. The potentials are then calculated on a cell unit of the form
shown in �g.6.15, which is then mirrored by Gar�eld++ along an orthogonal x−y basis
to recreate the GEM-foil.

Gar�eld calculates the electric �eld at each node of the mesh, from the potential map
provided by ANSYS. It then computes the electrons/ions tracks using Magboltz [67],
to which is automatically interfaced. Magboltz is a computational algorithm, based
on Monte-Carlo integration, to solve the Boltzmann transport equations of electrons

74



distribution f(~x,~v, t) in gas mixtures:

∂f

∂t
+ ~v · ~∆f +

e ~E

m

∂f

∂~v
=

(
∂f

∂t

)
coll

, (6.12)

where q,m and ~v are respectively charge, mass and velocity of the electrons, while ~E
is the electric �eld. The last term (∂f/∂t)coll takes into account the di�erent possible
collisions with the gas molecules and the relative cross-sections. With Magboltz one can
then extract the gas proprieties which are crucial for gas detector simulations: di�usion,
drift velocity, attachment. The values used in sec.6.3 have been calculated in a dedicated
simulation; they are reported in tab.6.5.

gas mixture vd (mm/µs) DT (µm/
√
cm) DL (µm/

√
cm)

Ar/CO2 (70/30) 9.31 135 137
Ar/CO2 (90/10) 33.55 246 275
Ne/CO2 (90/10) 25.32 215 214
Ne/CO2/N2 (90/10/5) 26.61 223 232

Table 6.5: Electron drift velocity, transverse and longitudinal di�usion of di�erent gases,
calculated with Magboltz.

Fig. 6.16: Ampli�cation a GEM-hole, as simulated by Gar�eld++.
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An interface to ROOT (Garfroot) allows to store all the informations in a dedicated
ROOT �le. The ampli�cation (gain) in the GEM-hole is calculated from the Townsend
coe�cients of the gas components and the �elds applied, using again Magboltz. The �nal
simulation of several events - incoming primary electron and subsequent ampli�cation
- is shown in �g.6.16.

The values of the gas proprieties used in the simulations of sec.6.3 were calculated with
Magboltz assuming a drift �eld of 400 V/cm and no magnetic �eld; they are summarized
in tab.6.5. The idea is then to study the dependency of some key proprieties of the GEMs
(absolute gain, collection and extraction e�ciency, charge sharing among di�erent GEM-
holes) on the HV settings and correlate this to the expected charge densities in the
GEM-holes. However, due to the high computational requirements, only single GEMs
were simulated. To connect the results of the simulations with the measurements some
assumptions are needed:

� The crucial quantity connected to discharges is the GEM-hole charge density, in
particular at the last ampli�cation stage (GEM3), where the highest number of
electrons is reached.

� Other mechanisms potentially responsible for discharges can be neglected - for
instance, the extraction of secondary electrons from the copper layer where the
ions are collected.

� It is possible to estimate the di�erences between HV settings simulating only the
single stages in which they di�er, not the full GEM-stack.

The �rst objective was to explain the in�uence that the low transfer �eld Et2 has on
discharge probability. We thus compare HV settings with same order of ampli�cation
among GEMs, Et1 and Eind. On GEM2, the low Et2 reduces the extraction e�ciency,
resulting in more electrons collected on the bottom electrode. This has to be compen-
sated with higher absolute voltages ∆UGEMs, thus higher gains, as it is experimentally
observed. This was indeed con�rmed by simulations: at a �xed ∆UGEM the extraction
e�ciency linearly drops with the electric �eld (�g.6.17), as well as the e�ective gain.
The di�erences in the e�ective gain between argon- and neon-based mixtures come from
the di�erent Townsend coe�cients. As it was observed in sec.6.4, the absolute voltages
may play a role in terms of discharge probability: the higher ∆UGEMs needed already
point towards the di�erences observed in the measurements.
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Fig. 6.17: E�ective gain (up) and extraction e�ciency (down) as a function of the
electric �eld below the GEM (Et2). Field above the GEM 3.0 kV/cm, ∆UGEM = 360
V. The di�erences in the e�ective gain between argon- and neon-based mixtures come
from the di�erent Townsend coe�cients.
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We have however assumed that the stage responsible for discharges is GEM3, where the
highest charge densities are reached. At this stage, for a �xed e�ective gain, no major
di�erence is expected in the total charge produced. The extraction e�ciency is mainly
set by the the induction �eld, below GEM3, which is constant. The low �eld above
(Et2) is expected to increase the collection e�ciency, which partially compensate the
loss on GEM2, together with the slightly higher ∆UGEM3.

Fig. 6.18: Electrons position after ∆z = 1.8 mm drift; the GEM-hole is centred in (x,y)
= (0,0).

The di�erences in discharge probability can be explained in terms of the charge shar-
ing among di�erent GEM-holes on GEM3, which determines the maximum GEM-hole
charge density for a �xed gain. In fact, what is also correlated with the low Et2 is the
variation in the lateral distribution of the electrons ρ(x, y) inside an avalanche produced
on GEM2. Fig.6.18 shows the typical shape of such a distribution, after the ∆z = 1.8
mm drift that separates two GEM-foils. There are two e�ects involved in the spreading
of the electrons. From one side there's the transverse di�usion, which depends both on
the gas and the transfer �eld. The electric �eld at the exit of the GEM-hole, on the
other side, can be strong enough to pull the electrons and distribute them along the
size of the pitch (140 µm). Simulations showed (�g.6.19) that these two mechanisms
have actually an opposite dependence on the strength of the transfer �eld, in the range
of interest for GEM applications (0.1-5 kV/cm): di�usion shows a minimum at ∼ 0.3
kV/cm, where the spreading e�ect of the electric �eld starts to appear, and then slowly
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increases. The combination of the two results into a local minimum in the region of
interest for ion back-�ow suppression.
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Fig. 6.19: Standard deviation σ of ρ(x, y) after ∆z = 1.8 mm drift, as a function of
transfer �eld Et2. The contribution of the di�usion is DT
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3.0 kV/cm, ∆UGEM = 360 V.

Following the line of reasoning exposed in sec.6.3, if the discharge probability scales
with the charge density, and since it shows such a steep dependence on the gain, small
di�erences in charge sharing among GEM-holes can lead to very di�erent stability sce-
narios. For the sake of simplicity, let's assume a GEM-hole collects all the electrons on
a circular area of radius R = 70 µm, the pitch being 140 µm; the maximum fraction
of electron collected from an avalanche Qmax, in case of perfect alignment of the upper
and lower GEM-hole, is thus the integral of the electron distribution ρ(x, y) over the
area Σhole ≈ πR2:

Qmax =

∫ ∫
Σhole

ρ(x, y) dx dy =

∫ ∫
Σhole

e−
x2+y2

2σ2 . (6.13)

To simplify the calculation, it is possible to exploit the symmetry of the system: the
2-dim gaussian ρ(x, y) is a solid of revolution, built from rotating one half of a 1-dim
gaussian z = ρ(x) = e−x2/(2σ2) around the z-axis. Knowing the area of the disk contained
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in the gaussian A(x) = π(ρ−1(z))2 = π2σ2| log(x)|, the integral reduces to:

Qmax = ρ(R)πR2 +

∫ ρ(0)

ρ(R)

π2σ2| log(x)| . (6.14)

Since σ depends on Et2, it is possible to compute Qmax(Et2). In the case of Ne/CO2/N2

(90/10/5), a relative di�erence Qmax(3.0kV/cm)/Qmax(0.1kV/cm) ≈ 60% is expected.
Assuming that the discharge probability scales with respect to the gain roughly as Qmax,
the expected di�erence in gain for a �xed discharge probability is ∼ 1.7. Inversely,
according to eq.6.1, assuming b ≈ 5 (averaged among di�erent HV settings), we expect
up to a factor of ∼ 13 in the di�erence of discharge probability for a �xed gain, which
is roughly consistent with our measurements (�g.6.13). Nevertheless, this e�ect alone
does not entirely explain the results: the di�erences in the slope of the Pd(g) curves, for
instance, still need to be properly understood. The higher absolute voltages (∆UGEMs)
needed with low transfer �elds, as previously observed, may as well be connected to the
discharge probability.

The other e�ect observed varying the HV settings concerns the order of ampli�cation, at
constant transfer/induction �elds. Since the electron avalanche lateral size was observed
to be rather una�ected by the voltages across the GEM, the previous argument does
not hold in this case. What does change is not the charge sharing among di�erent
GEM-holes, but the total charge produced in GEM3. At each ampli�cation stage i, the
e�ective gain gi is set by the absolute gain Gi and the collection/extraction e�ciencies
εci/εti, according to eq.3.1. For np incoming electrons, the real number of electrons Ni

produced inside the GEM-holes is:

Ni = npGi εci . (6.15)

The number of electrons at GEM3 is then:

N3 = g1 × g2 ×G3 εc3 = G1 εc1 εt1 ×G2 εc2 εt2 ×G3 εc3 . (6.16)

The extraction and collection e�ciency depend both on ∆UGEM and on the �elds
above (Eup) and below (Edown) the GEM.

εc,t(∆UGEM, E
up, Edown) . (6.17)

Let's now consider two con�gurations with opposite order of ampli�cation, at a same
total e�ective gain gtot. The voltage corresponding to the maximum ampli�cation stage
(∆Umax) and the minimum (∆Umin) will be inversely located on the uppermost (GEM1)
and lowermost (GEM3) GEM. Let's also assume, as in the con�guration used in the
measurements, a drift �eld Ed = 0.4 kV/cm and all transfer/induction �elds Et =
3.0 kV/cm. The ratio of the total charge on GEM3 between the "standard"-like and
"reversed"-like HV settings will then be:

N rev
3

N sta
3

=
εc(∆Umin, Ed, Et) εt(∆Umin, Ed, Et) εc(∆Umax, Et, Et)

εc(∆Umax, Ed, Et) εt(∆Umax, Ed, Et) εc(∆Umin, Et, Et)
. (6.18)
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The collection e�ciency as a function of the voltage across the GEM in Ne/CO2/N2

(90/10/5) is shown in �g.6.20, for the two cases of GEM1 (Eup = Ed = 0.4 kV/cm) and
GEM3 (Eup = Et = 3.0 kV/cm). Fig.6.21 shows the extraction e�ciency as a function
of ∆UGEM. In this case, as expected, no di�erence is observed varying Eup. With
"standard" HV settings, at an e�ective gain of 5×104 in Ne/CO2/N2 (90/10/5) - around
which the measurements were performed - the voltages correspond to ∆Umax = 360 V
and ∆Umin = 280 V. Comparing these with the settings with inverse ampli�cation order,
the biggest di�erences are expected in the collection e�ciencies on GEM3. Assuming
that the discharge probability scales with respect to the gain roughly as N3, the expected
di�erence in gain for a �xed discharge probability is ∼ 1.3. This translates, assuming
as before b ≈ 5, into a factor of ∼ 4 in the di�erence of discharge probability for a �xed
gain.

This e�ect can only partially explain our measurements (�g.6.14), but is still expected
to play an important role. Moreover, since the extraction/collection e�ciencies depend
on ∆UGEMs, it is consistent with the explanation that the slope of the Pd(g) curves
varies because of the di�erent scaling of the voltages in the resistor chain. To properly
interpret the measurements, it seems also important to understand the e�ects that the
absolute ∆UGEMs have in terms of discharge formation.
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Fig. 6.20: Collection e�ciency as a function of ∆UGEM. Field below the GEM 3.0
kV/cm.
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Fig. 6.21: Extraction e�ciency as a function of ∆UGEM. Fields above and below the
GEM 3.0 kV/cm.
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Chapter 7

Conclusions & Outlook

This work presents the results of an extensive study on stability of triple-GEM detectors,
carried out in the framework of the GEM upgrade of the ALICE TPC, foreseen for LHC
RUN 3.

The formation of sparks is an important issue in GEM detectors, as they may lead to
gain ine�ciencies or even permanent failure of the GEM-foils. Because of the high-
multiplicity environment of Pb-Pb collisions at LHC, which constitutes an extreme
scenario of operation, a dedicated measurement of the detector's stability limits was
required. A prototype of the ALICE TPC IROC has been successfully tested in a ded-
icated beam test with low energy protons, which allowed to set safety margins both
in rate and particle rate for beam operations. Assuming that the crucial parameter
responsible for discharges is the primary ionization density in the detector and, con-
versely, the current density �owing through the GEM-foils, the conditions foreseen for
the LHC RUN 3 have been reproduced and overtaken, as shown by a detailed Geant4
simulation of the experiment. This work constituted an important step in the detector's
development and gave con�dence about the feasibility of the ALICE TPC GEM upgrade
project. A dedicated test at the LHC will be anyway required to �nally establish that
the detector indeed satisfy the speci�c requirements of the experiment.

The problem of spark formation in GEM detectors, even if crucial in real applications, is
still poorly understood. For this reason, a dedicated R&D project has been carried out,
aimed to understand the e�ects of di�erent detector's parameters on discharge formation
and, eventually, optimize these latter in terms of stability. The gas choice was the �rst
one to be studied. A strong dependence of the discharge probability was observed
with respect to the quenching gases used in the mixture: small di�erences in their
amounts can improve the performances of the detector by orders of magnitude. This
result opens to the possibility to greatly improve GEM detectors stability already with
a careful choice of the gas mixtures. Through a Geant4 simulation of the experiment,
it was also possible to correlate the measurements with the primary ionization density
in the detector, which is a crucial quantity concerning the formation of discharges. A
new model is proposed, which is able to explain the discharge probability from the
primary charge density distribution in the GEM-holes, computed by simulations. The
overall agreement with the data suggests that this model can be successfully adopted
to estimate the detector's stability also in di�erent scenarios, including the LHC one.

This study also investigated the e�ects of the HV settings of the GEM-foils on spark
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formation. The results showed that there is indeed a strong dependency both on the
order of ampli�cation across the GEM-stack and on the transfer �elds between GEMs.
In particular, the settings optimal for ion back-�ow suppression have been observed to
involve a consistent worsening of detector's stability. This in turn suggests that the
proprieties of the ampli�cation process across the GEM (absolute gain, collection and
extraction e�ciency, charge sharing among di�erent GEM-holes) have a great in�uence
on the detector's stability and need to be �nely optimized. A full Gar�eld/Magboltz
simulation of a GEM has been carried out to understand the e�ects of the HV settings.
The dependency of di�erent GEM proprieties on the voltages across the GEMs and
the electric �elds was studied. Concerning the discharge probability, di�erent explana-
tions are proposed, which point towards the experimental results, based again on the
assumption that the charge densities in the GEM-holes is the main responsible for the
occurrence of sparks.

There are still many possible causes of sparks which have not been investigated and are
needed to be properly understood, to have a complete and exhaustive picture of the
physics of discharges in GEM detectors. For instance, the interaction of the particles
with the GEM-foils, that can lead to very high charge densities, or the e�ect of the
absolute voltage across the GEM, which, as it was observed, might play a role. However,
this work indicates di�erent methods to measure, estimate and improve the stability
against discharges and thus provides important observations for the future of GEM
detectors development.
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